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Abstract

The computer implementation of a majority of engineering and physical
systems requires the discretization of continuous parameters (e.g., time, tem-
perature, voltage, etc.). Such systems are then called discrete-time systems
and their dynamics can be described by difference or recurrence equations. Re-
cently, there is an increasing interest in applying formal methods in the domain
of cyber-physical systems to identify subtle but critical design bugs, which can
lead to critical failures and monetary loss. In this paper, we propose to for-
mally reason about discrete-time aspects of cyber-physical systems using the
z-Transform, which is a mathematical tool to transform a time-domain model
to a corresponding complex-frequency domain model. In particular, we present
the HOL Light formalization of the z-Transform and difference equations along
with some important properties such as linearity, time-delay and complex trans-
lation. An interesting part of our work is the formal proof of the uniqueness of
the z-Transform. Indeed, the uniqueness of the z-Transform plays a vital role in
reliably deducing important properties of complex systems. We apply our work
to formally analyze a switched-capacitor interleaved DC-DC voltage doubler
and an infinite impulse response (IIR) filter, which are important components
of a wide class of power electronics, control and signal processing systems.
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1 Introduction

We observe many continuous-time natural phenomena in our every day life, for in-
stance the speed of a car, the temperature of a city and heart-beat are time varying
quantities. Even though continuous-time quantities permeate in nature, we also
observe many discrete-time quantities, e.g., maximum and minimum temperature
in a city, average speed of traffic vehicles and a stock market index. It is therefore
indispensable to design engineering systems which can detect and process these phe-
nomena to achieve different functionalities. However, the continuous-time quantities
cannot be processed directly using digital computing machines, which are suitable
to deal with the discrete-time quantities. In practice, a continuous-time quantity
is converted to a corresponding sampled version which coincides with the original
quantity at some instant in time [6]. For example, a continuous-time signal can be
sampled into a sequence of numbers where each number is separated from the next
in time by a sampling period of T seconds as shown in Figure 1.
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Figure 1: Sampling of a Continuous Signal

In general, the dynamics of engineering and physical systems are characterized
by differential equations [33] and difference equations [7] in case of continuous-time
and discrete-time, respectively. The complexity of these equations varies depending
upon the corresponding system architecture (distributed, cascaded, hybrid etc.), the
nature of input signals and the physical constraints. Transformation analysis is one
of the most efficient techniques to mathematically analyze such complex systems.
The main objective of transform method is to reduce complicated system models
(i.e., differential or difference equations) into algebraic equations. The z-Transform
[21] provides a mechanism to map discrete-time signals over the complex plane also
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called z-domain. This transform is a powerful tool to solve linear difference equations
(LDE) by transforming them into algebraic operations in z-domain. Moreover, the
z-domain representation of LDEs is also used for the transfer function analysis of
corresponding systems. Due to these distinctive features, the z-Transform is one
of the main core techniques available in physical and engineering system analysis
software tools (e.g., MATLAB [20], Mathematica[19]) and is widely used in the
design and analysis of signal processing filters [21], electronic circuits [7], control
systems [8], photonic devices [5] and queueing networks [1].

The main idea of the z-Transform can be traced back to Laplace, but it was
formally introduced by W. Hurewicz (1947) to solve linear constant coefficient dif-
ference equations [15]. Mathematically, the z-Transform can be defined as a function
series which transforms a discrete time signal f[n] to a function of a complex variable
z, as follows:

X(z)=)_ fln]z™" (1)
n=0

where f[n] is a complex-valued function (f : N — C) and the series is defined for
those z € C for which the series is convergent.

The first step in analyzing a difference equation (e.g., x,+1 = kz,(1 —x,)) using
the z-Transform is to apply the z-Transform on both sides of a given equation. Next,
the corresponding z-domain equation is simplified using various properties of the z-
Transform, such as linearity, scaling and differentiation. The main task is to either
solve the difference equation or to find a transfer function which relates the input
and output of the corresponding system. Once the transfer function is obtained, it
can be used to analyze some important aspects such as stability, frequency response
and design optimization to reduce the number of corresponding circuit elements such
as multipliers and shift registers.

Traditionally, the analysis of linear systems based on the z-Transform has been
done using numerical computations and symbolic techniques [20, 19]. Both of these
approaches, including paper-and-pencil proofs [21] have some known limitations like
incompleteness, numerical errors and human-error proneness. In recent years, theo-
rem proving has been actively used for both the formalization of mathematics (e.g.,
[11, 9]) and the analysis of physical systems (e.g., [30, 29]). For the latter case,
the main task is to identify and formalize the underlying mathematical theories. In
practice, four fundamental transformation techniques (i.e., the Laplace Transform
(LT), the z-Transform (ZT), the Fourier Transform (FT), and the Discrete Fourier
Transform (DFT)) are used in the design and development of linear systems. Inter-
estingly, the Fourier transform and the Discrete Fourier transform can be derived
from the Laplace Transform and the z-Transform, respectively. The formalization
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of the Laplace Transform and the Fourier Transform have been reported in [32] and
[22] using the multivariate analysis libraries of HOL Light [12], with an ultimate
goal of reasoning about differential equations and transfer functions of continuous
systems. However, the formal proof of both the inverse Laplace Transform and the
inverse Fourier Transform have not been provided in [32] and [22], which is necessary
to reason about transformation from s-domain and w-domain (where s and w are
LT and FT domain parameters, respectively) to the time-domain. The uniqueness
and inverse of the z-Transform can be used to overcome this limitation by using the
well-known Bilinear-Transformation of the z-domain and the s-domain [21]. The
main relation amongst these four transformations is outlined in Figure 2.

Laplace/ Fourier Transform
Continuous Time < » | Continuous Frequency

Sampling Sampling

Discrete Time < z-Transform Discrete Frequency
Discrete-Fourier Transform

Figure 2: Discrete and Continuous Transformation Analysis

Nowadays, discrete-time linear systems are widely used in safety and mission
critical domains (e.g., digital control of avionics systems and biomedical devices).
We believe that there is a dire need for an infrastructure which provides the basis
for the formal analysis of discrete-time systems within the sound core of a theorem
prover. In this paper, we propose a formal analysis approach for the z-Transform
based system models using a higher-order logic (HOL) theorem prover. The main
idea is to leverage upon the high expressiveness of HOL to formalize Equation (1)
and use it to verify classical properties of the z-Transform within a theorem prover.
These foundations can be built upon to reason about the analytical solutions of
difference equations or transfer functions. In [28], we presented the preliminary
formalization of the z-Transform and its associated region of convergence (ROC).
In this paper, however, we widen the scope by adding more interesting properties
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such as complex conjugation and initial value theorem of the z-Transform. We
also provide the formally verified expressions for the z-Transform of commonly used
mathematical functions (e.g., exp(z), sin(z) and cos(x)). We then present the for-
malization of generic linear constant coefficient difference equations (LCCDE) along
with the formal verification of corresponding z-Transform expressions by utilizing
the key properties such as linearity of the z-Transform and ROC. A central part
of the reported work is the formal proof of the uniqueness and inverse of the z-
Transform, for which we also formalize the notion of an exterior region of a circle
and its relation to ROC of the z-Transform. In order to demonstrate the practical
effectiveness of the reported work, we present the formal analysis of a switched ca-
pacitor DC-DC power converter and an infinite impulse response (IIR) digital signal
processing filter. The formalization reported in this paper has been developed in the
latest version of the HOL Light theorem prover due to its rich multivariate analysis
libraries [12]. The source code of our formalization is available for download [23]
and can be utilized by other researchers and engineers for further developments and
the analysis of more practical systems.

The rest of the paper is organized as follows: Section 2 describes some funda-
mentals of multivariate analysis libraries of the HOL Light theorem prover. Sections
3 and 4 present our HOL Light formalization of the z-Transform and the verifica-
tion of its properties, respectively. Section 5 presents the formalization of difference
equations and transfer functions. We describe the formal proof of the uniqueness
of the z-Transform in Section 6. In Section 7, we present the analysis of a power-
electronic DC-DC converter and IIR filter. Finally, Section 8 concludes the paper
and highlights some future directions.

2 Preliminaries

In this section, we provide a brief introduction to the HOL Light formalization of
some core concepts such as vector summation, summability, complex differentiation
and infinite summation [12]. Our main intent is to introduce the basic definitions
and notations that are used in the rest of the paper.

In the formalization of multivariate theory, an N-dimensional vector is repre-
sented as an RV column matrix with individual elements as real numbers. All of
the vector operations are then treated as matrix manipulations. Similarly, instead
of defining a new type, complex numbers (C) can be represented as R?. Most of the
theorems available in multivariate libraries of HOL Light are verified for arbitrary
functions with a flexible data-type of (R — R™). The injection from natural num-
bers to complex numbers can be represented by & : N — R. Similarly, the injection
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from real to complex numbers is done by Cx : R — C. The real and imaginary parts

of a complex number are represented by Re and Im both with type C — R. The

unary negation of x is represented as —x, where = can be real or a complex number.
The generalized summation over arbitrary functions is defined as follows:

Definition 1 (Vector Summation).

Fgef Vs f. vsum s £ = (lambda i. sum s (Ax. f x$i))

where vsum takes two parameters s : A — bool which specifies the set over which
the summation occurs and an arbitrary function f : (A — RY). The function sum
is a finite summation over real numbers and accepts f : (A — RY). For example,
S°K, (i) can be represented as vsum (0..K) f.

The traditional mathematical expression > 2 f(i) = L is defined in HOL Light
as follows:

Definition 2 (Sums).

Figer Vs £ 1. (f sums 1) s &
((An. vsum (s INTER (0..n)) f) — 1) sequentially

where the types of the parameters are: (s : N — bool), (f : N — RY) and (L : RY).
We present the definition of the summability of a function (f : N — RY), which
indeed represents that there exist some (L : RY) such that 332, f(i) = L.

Definition 3 (Summability).
’ Fgef VE s. summable s f <& (d1. (f sums 1) s) ‘

The limit of an arbitrary function can be defined as follows:

Definition 4 (Limit).
’ Fgef VE net. lim net f = (¢1. (f — 1) net) ‘

where the function 1im is defined using the Hilbert choice operator € in the func-
tional form. It accepts a net with elements of arbitrary data-type A and a func-
tion (£ : A — RY), and returns (L : RY) the value to which £ converges at the given
net. In Definition 2, sequentially represents a sequential net which describes
the sequential evolution of a function, i.e., f(i), f(i + 1), f(i + 2),..., etc. This
is typically used in the definition of an infinite summation. Note that nets are
defined as a bijective type in which domain is the set of two-parameter boolean
functions, where we use the function mk_net to construct a net. The sequential
nets are defined as mk_net Amn. m >n. According to this definition, we notice
that the number a that satisfies the property Vn. (n > a), represents infinity. The
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continuous counterpart of the sequential net is at_infinity, which is defined as
mk net Ax y. norm(x) > norm(y). This is a generalized definition valid for any Eu-
clidian space RY. In case of real numbers, this simply reduces to mk_net A\x y.x > y.
The concept tends to (—) is formally defined as follows:

Definition 5.

l_def Vf 1 net. (f — 1) net &
(WVe. &0 < e = eventually(Ax.dist (f x,1) < e) net)

We next present the definition of an infinite summation which is one of the most
fundamental requirement in our development.

Definition 6 (Infinite Summation).

Fgef VE s. infsum s £ = (el. (f sums 1) s)

where function infsum is defined using the Hilbert choice operator € in the functional
form. It accepts a parameter (s :num — bool) which specifies the starting point
and a function (£ : N — RY), and returns (L : RY) | i.e., the value at which infinite
summation of £ converges from the given s.

In some situations, it is very useful to specify infinite summation as a limit of
finite summation (vsum). We proved this equivalence in the following theorem:

Theorem 1 (Infinite Summation in Terms of Sequential Limit).
F Vs f. infsum s f = lim sequentially(Ak.vsum (s INTER (0..k)) £f)

The differentiability of complex-valued functions is quite important in the de-
velopment of the z-Transform, since it is the key element of proving uniqueness of
the z-Transform. In HOL Light, a complex derivative is defined using the vector
derivative as follows:

Definition 7 (Vector Derivative).

Faef VE £ met. (f has_complex_derivative f') net &
(f has_derivative (A\x. f' * x)) net

where a vector derivative (has_derivative) is defined as follows:

Definition 8 (Vector Derivative).

Faef VE £ net. (f has_derivative f’) net &
linear £’ A ((\y. inv (norm (y — netlimit net)) %
(f y — (f (netlimit net) +
f’ (y — netlimit net)))) — vec 0) net
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where netlimit of a net returns the supremum of the net.
The definition of a complex derivative can also be described in a functional form
as follows:

Definition 9 (Complex Differentiation).

Fger VE x. complex_derivative f x =
(ef’. (f has_complex_derivative f') (at x))

This definition can further be generalized to formalize the concept of higher-order
complex derivatives as described in the following definition:

Definition 10 (Higher-Order Complex Derivative).

Fger VE. higher_complex_derivative 0 f = f A
(Vn. higher_complex_derivative (SUC n) f =
complex_derivative (higher_complex_derivative n f))

Another important concept in complex analysis is holomorphic functions which
are differentiable in the neighbourhood of every point in their domain. The formal
definition of holomorphic functions in HOL Light is given as follows:

Definition 11 (Holomorphic Function).

Fgef VE s. f holomorphic_on s
(Vx. x IN s =
(3f'. (f has_complex_derivative f’) (at x within s)))

3 Formalization of z-Transform

The unilateral z-Transform [16] of a discrete time function f[n] can be defined as
follows:

F(z) =) fln]z"" (2)
n=0

where f is a function from N — C and z is a complex variable. Here, the definition
that we consider has limits of summation from n = 0 to co. On the other hand, one
can consider these limits from n = —oo to co and such a version of the z-Transform
is called two-sided or bilateral. This generalization comes at the cost of some compli-
cations such as non-uniqueness, which limits its practicality in engineering systems
analysis. On the other hand, unilateral transform can only be applied to causal
functions, i.e., f[n] = 0 for ¥n.n < 0. In practice, unilateral z-Transform is suffi-
cient to analyze most of the engineering systems because their designs involve only
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causal signals [31]. For similar reasons, the authors of [32] formalized the unilateral
Laplace transform rather than the bilateral version.

An essential issue of the z-Transform of f[n] is whether the F(z) even exists,
and under what conditions it exists. It is clear from Equation (2) that the z-
Transform of a function is an infinite series for each z in the complex plane or
z-domain. It is important to distinguish the values of z for which the infinite series
is convergent and the set of all those values is called the region of convergence
(ROC). In mathematics and digital signal processing literature, different definitions
of the ROC are considered. For example, one way is to express z in the polar form
(z = re/*) and then the ROC for F(z) includes only those values of r for which
the sequence f[n|r~" is absolutely summable. Unfortunately, to the best of our
knowledge, this claim (i.e., absolute summability, e.g., [21]) is incorrect for certain
functions, for example, f[n] = fu[n — 1] for which certain values of r result in
convergent infinite series, but x[n]r~" is not absolutely summable.

Now, we have two distinct choices for defining the ROC: (1) values of z for
which F(z) is finite (or summable) and (2) values of z for which x[n|z~" is absolutely
summable. Most of textbooks are not rigorous about the choice of the ROC and both
of these definitions are widely used in the analysis of engineering systems. In this
paper, we use the first definition of the ROC, which we can define mathematically
as follows:

o0
ROC ={z€C: 3k. Z flnlz"" =k} (3)
n=0

In the above discussion, we mainly highlighted some arbitrary choices of using the
definition of the z-Transform and its associated ROC. We formalize the z-Transform
function (Equation 2) in HOL Light, as follows:

Definition 12 (z-Transform).

’ Fgef VE z. z_transform f z = infsum (from 0) (An. f n / z pow n)

where the z_ transform function accepts two parameters: a function f: N — C
and a complex variable z: C. It returns a complex number which represents the
z-Transform of f according to Equation (2).

We formalize the ROC of the z-Transform as follows:

Definition 13 (Region of Convergence).

Faef VE. ROC £ = {z | =(z = Cx (&0)) A
summable (from 0) (An. f n / z pow n)}

here, ROC accepts a function f : N — C and returns a set of non-zero values of variable
z for which the z-Transform of f exists. In order to compute the z-Transform, it
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is mandatory to specify the associated ROC. We prove two basic properties of ROC
which describe the linearity and scaling of the ROC, as follows:
Theorem 2 (ROC Linear Combination).
FVzabfg. zINRICf AzINRICg =
z IN ROC (An. a * £ n) INTER ROC (An. b * g n)
Theorem 3 (ROC Scaling).
FVzaf. zINROIC f = =z INRO (An. £ n/ a)

Theorem 2 describes that if z belongs to ROC £ and ROC g then it also belongs to
the intersection of both ROCs even though the functions £ and g are scaled by
complex parameters a and b, respectively. Similarly, Theorem 3 shows the scaling
with respect to complex division by a complex number a.

4 Main Properties of the z-Transform

In this section, we use Definitions 12 and 13 to formally verify some of the classical
properties of the z-Transform in HOL Light. The verification of these properties
plays an important role in reducing the time required to analyze practical applica-
tions, as described later in Section 7.

4.1 Linearity of the z-Transform

The linearity of the z-Transform is a very useful property while handling systems
composed of subsystems with different scaling inputs. Mathematically, it can be
defined as:

If Z(f[n]) = F(z) and Z(g[n]) = G(z) then the following holds:

Z(ax fln] £ B+ g[n]) = axF(z) £ 5+ G(2) (4)

The z-Transform of a linear combination of sequences is the same linear combination
of the z-Transform of the individual sequences. We verify this property as the
following theorem:

Theorem 4 (Linearity of z-Transform).

FVfgzab. zINRCEfAzIN ROC g =
z_transform (M\x. a * £ x + b * g x) z =
a * z_transform f z + b * z_transform g z

where a : C and b : C are arbitrary constants. The proof of this theorem is based on
the linearity of the infinite summation and Theorem 2.
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4.2 Shifting Properties

The shifting properties of the z-Transform are mostly used in the analysis of digital
systems and in particular in solving difference equations. In fact, there are two kinds
of possible shifts: left shift (f[n 4 m]) or time advance and right shift (f[n —m]) or
time delay. The main idea is to express the transform of the shifted signal ((f[n+m])
or (f[n —m])) in terms of its z-Transform (F'(z)).

Left Shift of a Sequence: If Z(f[n]) z = F(z) and k is a positive integer, then
the left shift of a sequence can be described as follows:

k—1

Z(fln+k) z=2"(F(z) = ) _ fln]z™") (5)

n=0

We verify this theorem as follows:

Theorem 5 (Left Shift or Time Advance).
FVfzk. zINROCf AO<Ek=
z_transform (An. f (n + k)) z =

z pow k * (z_transform f z —
vsum (0..k — 1) (An. £ n / z pow n))

The verification of this theorem mainly involves properties of complex numbers,
summability of shifted functions and splitting an infinite summation into two parts
as given by the following lemma:

Lemma 1 (Infsum Splitting).

F Vf n m. summable (fromm) £f A 0O < n A m<n =
infsum (from m) f = vsum (m..n—1) f + infsum (from n) f

Right Shift of a Sequence: If Z(f[n]) z = F(z), and assuming f(—n) =0, Vn =
1,2, ...,m, then the right shift or time delay of a sequence can be described as follows:

Z(fln—m]) z=2""F(z) (6)
We formally verify the above property as the following theorem:

Theorem 6 (Right Shift or Time Delay).

F Vf zm. z IN ROC f A is_causal f =
z_transform (An. f (n—m)) z = z_transform f z / z pow m
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Here, is_ causal defines the causality of the function £ in a relational form to ensure
that f(n —m) = 0, Vm.n < m. The proof of this theorem also involves properties of
complex numbers along with the following two lemmas:

Lemma 2 (Series Negative Offset).
’ FVE k1. (f sums 1) (from 0) = ((An. f (n—k)) sums 1) (from k)

Lemma 3 (Infinite Summation Negative Offset).

F Vf k. summable (from 0) f =
infsum (from 0) (An. if k < n then f (n—k) else vec 0) =
infsum (from 0) f

As a direct application of the above results, we verify another important prop-
erty called first-difference (which represents the difference between two consecutive
samples of a signal), as follows:

Theorem 7 (First Difference).

F Vf z. z IN ROC f A is_causal f =
z_transform (An. fn — f (n — 1)) z =
(Cx (&1) — z cpow Cx(—&1)) * z_transform f z

4.3 Scaling in the z-Domain or Complex Translation

The scaling property of the z-Transform is useful to analyze communication systems,
such as the response analysis of modulated signals in z-domain. If Z(f[n]) z = F(z),
then two basic types of scaling can be defined as below:

Z(n"flnl) 2= F(3) (7)

SN

Z(w " f[n]) z = F(w2) (8)

If A is a positive real number, then it can be interpreted as shrinking or expanding
of the z-domain. If h is a complex number with unity magnitude, i.e., h = e/*0,
then the scaling corresponds to a rotation in the z-plane by an angle of wy. On the
other hand, multiplication by w™" (Equation 8) shrinks the z—domain. Indeed, in
the communication and signal processing literature, it is interpreted as frequency
shift or translation associated with the modulation in the time-domain.
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We verify the above theorems in HOL Light as follows:

Theorem 8 (Scaling in z-Domain).

F Vf zh. inv h * z IN ROC f A z IN ROC f =
z_transform (An. h cpow Cx (&n) * f n) z =
z_transform (An. f n) (inv h * z)

Theorem 9 (Scaling in z-Domain (Negative)).

FVfzw. wx*xz INROCIE Az INRICf =
z_transform (An. w cpow —Cx (&n) * f n) z =
z_transform (An. f n) (w * z)

4.4 Complex Differentiation

The differentiation property of the z-Transform is frequently used together with
shifting properties to find the inverse transform. Mathematically, it can be expressed
as:
> d
Z(nx fln]) 2= =2+ (3 —(flnz"")) (9)

n=0

We prove this property in the following theorem:

Theorem 10 (Complex Differentiation).
F Vf z. & < Re z A z IN ROC (Cx (&n) * f n) =
z_transform (An. Cx (&n) * f n) z = —z * infsum (from 0)
(An. complex_derivative (Az. f n * z cpow Cx (—&n)) =z)

The proof of the above theorem requires the properties of complex differentiation,
summability and complex arithmetic reasoning.

4.5 Complex Conjugation

The complex conjugation property provides the ease to manipulate the z-Transform
of conjugated functions. The mathematical form of this property is as follows:

Z(f*[n]) z = F*(2") (10)

where f*[n] represents the complex conjugate of function f[n]. The corresponding
formal form of the complex conjugation is given as follows:

Theorem 11 (Complex Conjugation).

F Vf z. cnj z IN ROC f =
z_transform (An. cnj (f n)) z = cnj(z_transform f (cnj z))
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4.6 The z-Transform of Commonly Used Functions

In real-world applications, the system is usually subject to a set of known input
functions depending upon the dynamics and overall output response. It is quite
handy to verify the z-Transform of such functions to simplify the reasoning while
tackling practical applications using our formalization. In this regard, we verify the
z-Transform expressions for most commonly used functions in signal processing and
control systems. Table 1 summarizes these functions along with their mathematical
form and corresponding z-Transform. In the following, we provide the formal defi-
nition and verification of the z-Transform of the Dirac-Delta function only whereas
the verification of other functions can be found in the proof script [23].

Function Name Mathematical Notation Z-Transform
Dirac-Delta Function o[n —m] z ™
Exponential exp[—a x n] W
Complex Constant a™ le_l
Sine sinfwon] e
Cosine cos[won] 1_212_}1;;[05501272
Scaled Sine a” sinfwon] 172aza—zl_clc)zi[roz[(()d+o]112z_2]
Scaled Cosine a" cos|won] = a;;‘ii;[jj’jfﬁ% 7]

Table 1: z-Transform of Commonly used Functions

Definition 14 (Dirac-Delta Function).
’ Fgef delta m = (An. if n = m then Cx (&1) else Cx (&0)) ‘

Theorem 12 (The z-Transform of Dirac-Delta Function).

’ F Vz n. z_transform (delta m) z = inv z pow m ‘

5 Formalization of Difference Equations

A difference equation characterizes the behavior of a particular phenomena over a
period of time. Such equations are widely used to mathematically model complex
dynamics of discrete-time systems. Indeed, a difference equation provides a formula
to compute the output at a given time, using present and future inputs and past
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output as given in the following example:
ylk] — by[k — 1] + 6y[k — 2] = 3z[k — 1] + bz[k — 2] (11)

In the perspective of engineering systems, a difference equation is concerned with
the generation of a sequence of control outputs x[n] given a sampled sequence of the
system inputs y[n]. Generally, it is important to determine the control output at a
sample instance n based on the sampled system input at the sample instance n and
a finite number of previous sampled outputs. Mathematically, it can be written as
follows:

yln] = f(z[n],z[n — 1], z[n — 2],...,z[n —m],y[n — 1],y[n — 2], ...,y[n — k]) (12)

There is an infinite number of ways the m + k — 1 values on the right-hand side
of the above equation can be combined to form y(n). We consider the practical case
where the right-hand side of the above equation involves a linear combination of the
past samples of the outputs and control inputs, which can be described as follows:

N M
y[n] = Z ayln — i + Zﬁlfn[n — 1] (13)
i=1 i=0

where «; and ; are input and output coefficients. The output y[n] is a linear com-
bination of the previous N output samples, the present input xz[n] and M previous
input samples. Here, a; and f3; are considered as constants (either complex (C) or
real (R)) due to which the Equation (13) is called Linear Constant Coefficient Dif-
ference Equation (LCCDE). For a given N** order difference in terms of a function
f[n], its z-Transform is given as follows:

N N )
Z(Zaif[n—i]) z:F(z)Zaizﬂ (14)
i=0 1=0

Applying the z-Transform on both sides of Equation (13) results in an important
mathematical form describing the relation among the coefficients of z[n| and y[n],
called transfer function or system function, given as follows:

M .
Z Biz™"
=0

H(z) = = = (15)
1-— Z aiz_i
=1

In order to build the reasoning support for LCCDE in HOL Light, we formalize
the N* difference as follows:
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Definition 15 (N** Difference).

Fgef VN alst f x. nth_difference alst f N x =
vsum (0..N) (At. EL t alst * £ (x — t))

The function nth_difference accepts the order (N) of the difference equation, a
list of coefficients alst, function £ and the variable x. It utilizes the functions vsum
s fand EL i L, which return the vector summation and the i*" element of a
list L, respectively, to generate the difference equation corresponding to the given
parameters.

Next, we formalize a general LCCDE (i.e., Equation (13)) as follows:

Definition 16 (Linear Constant Coefficient Difference Equation (LCCDE)).

Fgef Vy M x N n. LCCDE x y alist blist M N n &
y n = nth_difference alist y M n +
nth_difference blist x N n

Now equipped with these formal definitions, our next step is to verify the z-
Transform of the N*"-difference (Definition 15) which is one of the most important
results of our formalization.

Theorem 13 (z-Transform of N*"-Difference).
F Vf 1st N z. z IN ROC f A is_causal f =
z_transform (Ax. nth_difference 1lst f N x) z =
z_transform f z * vsum (0..N)
(An. z cpow —Cx (&n) * EL n 1st)

The proof of Theorem 13 is based on induction on the order of the difference and
Theorems 2 and 4 along with the following important lemma about the summability
of Nth_difference equation:

Lemma 4 (Summability of Difference Equation).

F VN a_lst £f. z IN ROC f A is_causal f =
z IN ROC (Ax. nth_difference a_lst f N x)

In order to verify the transfer function of the LCCDE (Equation (15)), we need to
ensure that the input and output functions should be causal as described in Section
3. Another important requirement is to ensure that there are no values of z for
which the denominator is 0, such values are called poles of that transfer function.
We package these conditions in the following definitions:

Definition 17 (Causal System Parameters).

Fgef is_causal_lccde x y & is_causal x A is_causal y
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Definition 18 (LCCDE ROC).

Fgef VX y M alst. LCCDE_ROC x y M alst =
(ROC x) INTER (ROC y) DIFF
{z | Cx (&1) — vsum (1..M)
(An. EL n alst * z cpow —Cx (&n)) = Cx(&0)}

Here, the function is_causal_lccde takes two parameters, i.e., input and output,
and ensures that both of them are causal. In Definition 18, LCCDE_ROC specifies
the region of convergence of the input and output functions, which is indeed the
intersection of ROC x and ROC y, excluding all poles of the transfer function. The
function DIFF represents the difference of two sets, i.e., AAB={z|z¢€ ANz ¢ B}.

Next, we present the formal verification of the transfer function as given in
Equation 15.

Theorem 14 (LCCDE Transfer Function).

F Vx y alst blst M N.
z IN LCCDE_ROC x y M alst A
is_causal_lccde x y A
(Vn. LCCDE x y alist blist M N n) =
z_transform y z / z_transform x z =
vsum (0..N) (An. z cpow —Cx (&n) * EL n blst) /
(Cx (&¥1) — vsum (1..M) (An. z cpow —Cx(&n) * EL n alst))

The first and second assumptions describe the region of convergence for LCCDE
and the causality of the input and output. The last assumption gives the time-
domain model of the LCCDE. The proof of this theorem is mainly based on the
properties of the z-Transform such as linearity (Theorem 4), time-delay (Theorem
6) and summability of difference equation (Lemma 4). This is a very useful result
to simplify the reasoning for the LCCDE of any order.

6 Uniqueness of the z-Transform

One of the most critical aspects of transformation based analysis of discrete-time sys-
tems is to be able to obtain the time-domain expressions from z-domain parameters.
The inverse transformation is very important to reliably deduce the properties of the
underlying system because the actual implementation is done in the time-domain.
The inversion of bilateral z-Transform X (z) to its corresponding time domain func-
tion x[n] is not unique due to the existence of infinitely many ROCs for one function.
However, the uniqueness of unilateral z-Transform (that we have formalized in our
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work) can be proved considering the nature of the ROC which is always the exte-
rior region of a circle as shown in Figure 3. Mathematically, the uniqueness of the
z-Transform can be described as follows:

Z(fln]) =2(gn)) & f=g (16)
Imz
ROC
/ \
[ s )
‘\\ A4 ’I' Re Z
\\ //
z-Domain

Figure 3: Region of Convergence (ROC) for Inverse z-Transform

The proof of the uniqueness of the z-Transform can be divided into two subgoals,
i.e., forward and backward implications as follows:

f=g9= Z(fn]) = Z(g[n) (17)

Z(fnl) = Z(gln]) = f =g (18)

The first subgoal is straight forward and can be proved by the definition of the
z-Transform. However, the second subgoal requires the reconstruction of the original
function f[n] from the transformed function Z(f[n]) or (F(Z)). There are two main
methods for obtaining such reconstruction: First, a sequence that consists of the
coefficients of the Laurent series of F'(z), which is given by the following equation
[10]:

jm:%ﬁmﬁW(hmmq (19)

where the path of integration C'is a circle of radius r > p traversed in the anticlock-
wise direction. The second method involves the higher-order complex derivative of
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the infinite summation (i.e., the z-Transform F(z)) at origin (z = 0), given as follows
[10]:

k
) = F(D)es (k=0,1,2,..) (20)

Interestingly, the multivariate analysis libraries of HOL Light are rich enough
to tackle both proofs involving the path integrals and the higher-order complex
derivatives of a complex series. However, we have chosen the second methods due to
the availability of some important lemmas in HOL Light as described in the sequel.

6.1 Formal Proof of Uniqueness

The unilateral z-Transform is unique for the ROC which forms an exterior of a circle
excluding the centre as shown in Figure 3. We formally define the exterior region of
a circle as follows:

Definition 19 (Exterior of Circle).

Fgef Vs. exterior_circle s &
(FR. &0 < R A (Vz. R < dist (z,Cx (&0)) = =z IN s))

where exterior_circle accepts a set of complex elements (s : (real? — bool))
which forms an exterior region of a circle.

We verify three important properties describing the relation between the ROC
of the z-Transform and the exterior of a circle.

e If the ROCs of the two functions f and g are exterior regions of a circle, then
the intersection of their ROCs will also form an exterior circle.

F Vf g. exterior_circle (ROC f) A exterior_circle (ROC g) =
exterior_circle (ROC f INTER ROC g)

e If a function f is summable, then its ROC will always form an exterior region
of a circle.

F Vf. summable (from 0) f = exterior_circle (ROC f)

e If a function f is decaying over time, then its ROC will always be an exterior
region of a circle.

FVEcN. c <& A (Vn. n >N =
norm (f (SUC n)) < ¢ * norm (f n)) =
exterior_circle (ROC f)
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We next prove the inverse transform function given in Equation 20.

Theorem 15 (Inverse z-Transform).

F Vf n. exterior_circle (ROC f) =
f n = higher_complex_derivative n
(Az. z_transform f (inv z)) (Cx(&0)) / Cx(&(FACT n))

where the proof of Theorem 15 is done using the higher-order derivatives of a power
series which is already available in HOL Light, as given in the following form:

Lemma 5 (Higher-Order Derivative of Power Series).
FVEcrnk. 80 < r A n IN k A
(Vw. dist (w,2) < r =
((2. ¢ci*x (w— 2z) pow i) sums f w) k) =
higher_complex_derivative n f z / Cx(&(FACT n)) = cn

Finally, we prove the uniqueness of the z-Transform based on Theorem 15 and
Lemma 5 along with some complex arithmetic reasoning.

Theorem 16 (Uniqueness of the z-Transform).

F Vi g. exterior_circle (ROC f) A exterior_circle (ROC g) =
(z_transform f = z_transform g & f = g)

6.2 Initial Value Theorem of the z-Transform

In many situations, it is desirable to compute the initial value of the function from
its z-Transform. This is mainly achieved by using the famous initial value theorem
of the z-Transform, which states that if the z-Transform of z[k] is X(z) and if
lim,_,oo X (2) exists, then the initial value of z[k| (i.e., x[0]) can be obtained from
the following limit:

z(0) = lim X(2) (21)

Z—00

Theorem 17 (Initial Value Theorem).

F Vf. exterior circle (ROC f) =
f 0 = lim at_infinity (A\z. z_transform f z)

The proof of Theorem 17 is mainly based on the concepts about the differentia-
bility, continuity and theory of holomorphic functions, as described in the following
two lemmas (which are available in the HOL Light multivariate theory).
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Lemma 6 (Complex Differentiability Implies Continuity ).

F VEf x. f complex_differentiable at x = f continuous at x

Lemma 7 (Holomorphic Implies Differentiability).

F Vf s x. £ holomorphic_on s A open s A x IN s =
f complex_differentiable at x

7 Applications

In order to illustrate the utilization and effectiveness of the reported formalization,
we present the formal analysis of a couple of real-world applications namely power
converters and digital filters which are widely used systems in the domain of power
electronics and digital signal processing, respectively.

7.1 Formal Analysis of Switched-Capacitor Power Converter

In the last decade, very-large scale integrated (VLSI) systems industry has revolu-
tionized many fields of physical sciences and engineering including communication,
mobile devices and health-care. However, increased density of integrated chips re-
sulted in high power dissipation which is known as energy crisis in VLSI industry.
In order to overcome this issue, power management techniques can be applied at the
system, circuit or device level depending on the system complexity and nature of the
device operation. The system level power management techniques are used to iden-
tify optimal operating conditions by power sensing and power management. DC-DC
converter [17] is one of the most important circuit level power management modules
which convert an unregulated input DC voltage into an output voltage. Mainly,
integrated DC-DC converters can be divided into three classes namely linear regu-
lators, switch mode power converters and switched-capacitor power converters [17].
In this paper, we aim at formal modeling and analysis of switched-capacitor (SC)
DC-DC converters due to their robustness and wide application domain [14].

7.1.1 Mathematical Modeling of SC Power Converter

In the design and modeling of any kind of power converter, it is very critical to
obtain the transfer function (the input-output relation) to analyze the overall sys-
tem design, system stability and desired power-gain. Generally, power electronics
engineers obtain the power stage transfer function of switch mode and SC power
converters using the z-Transform. Figure 4 outlines the system architecture of the
interleaved SC power converter. The power stage is a cross-coupled voltage doubler
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Figure 4: System Architecture of the Interleaved SC Power Converter [17]

that is regulated using an analog pulse-width modulation (PWM) controller. We can
briefly describe its operation as follows: Initially, V,,: is scaled down with the aid
of a resistive voltage divider. This scaled voltage is then compared with the desired
reference voltage Vs and the corresponding voltage regulation error is determined
and amplified by the error amplifier. The output of the error amplifier is then used
to determine the output-input ratio of each charge pump sub-cell [17].

In order to derive the transfer function of the cross-coupled voltage doubler,
Figure 5 describes the charge and discharge process of one charge pump cell. The
charge pump operates in a full charge mode in which the current delivered by the
pumping capacitors C'p; at the end of each switching interval drops to a very low
level, in comparison to its peak value. Since the two cross-coupled cells do not
exchange charge or power at any instant during their operation, they can be modeled
as separate elements. Finally, the overall operation can be modelled by the following
six equations:
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Figure 5: Charge and Discharge Phases for Interleaving SC Power Converter [17]

Q1(n) = Cp(Vour(n) — Vin(n)) (22)
Q3(n) = CpVin(n) (23)

Qout(n) = Cout Vour (1) (24)

Qi(n = 1) = CpVin(n — 1) (25)
@3(n—1) = Cp(Vour(n — 1) = Vin(n — 1)) (26)
Qout(n — 1) = Cout Vour(n — 1) (27)

where @Q);, represents the charge stored at different nodes in the circuit, whereas V;,
and V,,; represent the input and output of the voltage doubler. The total charge
transfer can be described as follows:

2% (Q1(n = 1) = Q1(n) + Q3(n) — Qs(n — 1)) + Qout(n — 1) — Qout(n) =
E[Vout(n - 1) i ‘/out(n)
2 Rout Rout

] (28)

where R, is output load resistor.
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Using Equations ((22)-(28)) and the z-Transform results in the following transfer
function:

Vout (2) 4C,(1 + 271)

) 29)
' 20p+Cout— 51 (
Vm (Z) (2017 - Cout + 2§:ut - ;

sho)
2Rout —1
)( (2Cp—cout+%) + z )

Finally, letting z = 1 and T's = 0, results in the DC conversion gain which should
be consistent with the gain of an ideal voltage doubler, i.e., 2, as follows:

[Vviu?f))]z:l,n:o

—9 (30)

7.1.2 Formal Verification of the Transfer Function and DC Conversion
Gain

Our main goal is to verify the transfer function of the voltage doubler (Equation
(29) and the DC conversion gain (Equation (30), which are two critical require-
ments in the correct operation of the interleaved SC power converters. We formalize
Equations ((22)-(28)) in HOL Light as follows:

Definition 20 (Voltage Doubler Model).

Fgef sc_voltage_doubler Q1 Q3 Qout Cp Cout Vin Vout &
(Vn. Q1 n = Cp * (Vout n — Vin n) A
Q3 n = Cp * Vin n A Qout n = Cout * Vout n A
Ql (@ — 1) = Cp * Vin (n — 1) A
Q3 (n — 1) =Cp * (Vout (n — 1) — Vin (n — 1)) A
Qout (n — 1) = Cout * Vout (n — 1))

where the three variables Q1, Q3 and Qout represent the values of the stored charge
at different nodes. The parameters Cp and Cout represent the capacitors, whereas
Vin and Vout represent the input and output voltages, respectively. The function
sc_voltage_doubler returns the corresponding model of the voltage doubler corre-
sponding to Equations ((22)-(27)). We next formally define the total transfer charge
(Equation (28) as follows:

Definition 21 (Total Transfer Charge).

Fger VQ1 Q3 Qout Ts Vout n Rout.
total_charge_transfer Q1 Q3 Qout Vout Rout Ts n &
Cx(&2) * (Q1 m» — 1) — Q1 n +QQ3n — Q3 (n — 1)) +
Qout (n — 1) — Qout n =
Cx Ts / Cx(&2) * (Vout (n — 1) — Vout n) / Cx Rout
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We next verify the transfer function of the SC Voltage doubler as follows:

Theorem 18 (SC Voltage Doubler Transfer Function).

F VQ1 Q3 Qout n Vin Vout Cp Cout Ts Rout z.
[A1] sc_voltage_doubler Q1 Q3 Qout Cp Cout Vin Vout A
[A2] total_charge_transfer Q1 Q3 Qout Vout Rout Ts n A
[A3] sc_parameters_constraints Cp Rout Cout Ts z A
[A4] z IN ROC Vin A z IN ROC Vout A
[A5] is_causal Vin A is_causal Vout =
transfer_function Vin Vout z =
(Cx(&4) * Cp * (Cx(&l) + z cpow —Cx(&1))) /
((Cx(&2)* Cp — Cout + Cx Ts / (Cx(&2) * Cx Rout)) *
((Cx(&2)* Cp + Cout — Cx Ts / (Cx(&2) * Cx Rout)) /
(Cx(&2) * Cp — Cout +
Cx Ts / (Cx(&2) * Cx Rout)) + z cpow —Cx(&1)))

where assumptions Al and A2 describe the function of the SC voltage doubler and
total transfer charge, respectively. The assumption A3 describes the constraints
among the parameters of the SC voltage doubler so that the transfer function is well
defined (i.e., there are no poles at which it becomes undefined). The assumptions
A4 and A5 ensure that the input and output voltages are causal functions and form
valid ROCs. The function transfer_function takes an input function x, an output
function y and a z-domain parameter z:complex and returns the z-domain transfer
function z_transform y z / z_transform x z.

Finally, we utilize Theorem 18 to verify the corresponding DC conversion gain
of the voltage doubler configuration as follows:

Theorem 19 (SC Voltage Doubler Transfer Function).

F VQ1 Q3 Qout n Vin Vout Cp Cout Rout.
[A1] sc_voltage_doubler Q1 Q3 Qout Cp Cout Vin Vout A
[A2] total_charge_transfer Q1 Q3 Qout Vout Rout (&0) n A
[A3] sc_parameters_constraints Cp Rout Cout (&0) z A
[A4] summable (from 0) Vin A summable (form 0) Vout
[A5] is_causal Vin A is_causal Vout =
transfer function Vin Vout Cx(&1) = Cx(&2)

In this application, we present the design of an interleaved cross-coupled SC
voltage doubler, which is regulated using an analog PWM control scheme. We
demonstrate the use of our formalization of the z-Transform and its properties by
the formal modeling and verification of the SC interleaved cross-coupled SC voltage
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doubler. Similar analysis steps can be followed to analyze more converter configu-
rations such as the monolithic SC power converter and the charge pump [17].

7.2 Formal Analysis of Infinite Impulse Response Filters

Digital filters are fundamental components of almost all signal processing and com-
munication systems. The main functionality of such components are to: 1) limit a
signal within a given frequency band; 2) decompose a signal into multiple bands;
and 3) model the input-output relation of complicated systems such as mobile com-
munication channels and radar signal processing. Digital filters can be used for the
performance specifications which are very difficult to achieve by analog filters. More-
over, the functionality of digital filters can be controlled using software applications.
Due to these features, such filters are widely used in adaptive filtering applications
in telecommunications, speech recognition and biomedical devices.

An impulse response of a system describes its behavior under an external change
(mathematically, this describes the system response when the Dirac-Delta function
is applied as an input [21]). Infinite impulse response (IIR) filters have an impulse
response function which is non-zero over an infinite length of time. In practice,
IIR filters are implemented using the feedback mechanism, i.e., the present output
depends on the present input and all previous input and output samples. Such an
architecture requires delay elements due to the discrete nature of input and output
signals. The highest delay used in the input and the output function is called the
order of the filter. The time-domain difference equation describing a general M
order IIR filter, with N feed forward stages and M feedback stages, is shown in
Figure 6.

Mathematically, it can be described as:

| M N
yln] — — > awln —i] = Bix[n — i (31)
a0 ;5 i=0

where «; and f3; are input and output coefficients (Note that, ap = 1 in most practical
situations [21]). In case of a time-invariant filter, c; and f3; are considered constants
(either complex (C) or real (R)) to obtain the filter response according to the given
specifications.

Our main objective is to formally verify the frequency response of an IIR filter
which is given as follows:

Num

H(w) = [ Don } * exp (] x Arg {];;l;:ﬂ) (32)

900



FORMAL ANALYSIS OF DISCRETE-TIME SYSTEMS USING z-TRANSFORM

x[n] y[n]
VY T /)
) O—D I
1 a
x[n-1] @ @ y[n-1]
- I -
[z] s A
x[n-2] ﬂ— 6-(\1 y[n-2]
| T
| p- o8 |
x[n-N] ) yln-M]

am

® Multiplier @ Adder

? &

Figure 6: Generalized Structure of an M* Order IIR Filter

where:
N N
Num =|| (Y_ Bicos(iw)) = (D _ Bisin(iw)) | (33)
=0 i=0
M M
Den =|| (1 - Zaicos(iw)) —l—j(z a;sin(iw)) || (34)
i=1 i=1
Note that || . || represents complex norm and H(w) represents the complex

frequency response of the filter. The function Arg(z) represents the argument of a
complex number [21]. Equation 32 can be derived from the transfer function H(z)
by mapping z on the unit circle, i.e., z = exp(j * w). The parameter w represents
the angular frequency.

7.2.1 Formal Verification of the Frequency Response of the ITR Filter

Based on the above description of the IIR filter, our next move is to verify the
frequency response (Equation (32)), which mainly involves two major steps, i.e.,
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formal description of the model and the verification of the frequency response which
is mainly based on the derivation of the transfer function. The difference equation
(Equation (31)) describing the dynamics of IIR is similar to the LCCDE (i.e., Equa-
tion (13)). So we can model the IIR filter using the formalization of LCCDE as
follows:

Definition 22 (IIR Model).
Fdgef Yy M x N n. iir_model x y a_list b_list M N n =
LCCDE x y alist blist M N n

The function iir model defines the dynamics of the IIR structure in a relational
form. It accepts the input and output signals (x,y : N — C), a list of input and out-
put coefficients (a_1st,b_ 1st: (C(list))), the number of feed forward and feed-
back stages (N, M) and a variable n, which represents the discrete time.

We formally verify the frequency response of the filter given in Equation 32 as
follows:

Theorem 20 (IIR Frequency Response).

F Vx y N blst M w alst.
cexp(j * w) IN LCCDE_ROC x y M alst A is_causal_lccde x y A
(Vn. iir_model x y alst blst M N n) A
—(z_transform x (cexp (j * w)) = Cx(&0)) =
(let H = transfer_function x y (cexp (j * w)) and
num_real = vsum (0..N) (An. ccos (Cx(&n) * w) * EL n blst) and
num_im = j * vsum (0..N) (An. csin (Cx(&n) * w) * EL n blst) and
denom_real = Cx(&1) — vsum (1..M)

(An. ccos (Cx(&n) * w) * EL n alst) and
denom_im = j * vsum (1..M) (An. csin (Cx(&n) * w) * EL n alst) in
H = Cx(norm (num_real — num_im) / norm (denom_real + denom_im)) x*

cexp(j * Cx(Arg((num_real — num_im) / (denom_real + denom_im)))))

where cexp and Arg represent complex exponential and argument of a complex num-
ber, respectively. The verification of the above theorem is mainly based on Theorem
14 and tedious complex analysis involving complex norms and transcendental func-
tions.

This completes our formal analysis of a generalized IIR filter which demonstrates
the effectiveness of the proposed theorem proving based approach to reason about
practical discrete-time linear systems. The availability of the z-Transform properties
greatly simplified the verification of the transfer function and frequency response.
Moreover, Theorem 20 provides the generic results due to the universal quantification
over the system parameters such as input and output coefficients (a; and S, where
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i=0,1,2,...,M and k = 1,2,...,N), which is not possible in case of simulation
based analysis of an IIR filter.

Thanks to the rich multivariate libraries of the HOL Light theorem prover, we
have been able to formalize the z-Transform, which is an important tool to model
discrete-time linear systems. The overall formalization reported in this paper con-
sists of around 2000 lines of the HOL Light script. Indeed the underlying formal-
ization of the z-Transform including its properties and the uniqueness took around
1700 lines of code, wheras the analysis of both applications took around 300 lines
of code. The main contribution of formalizing the z-Transform in HOL can be seen
as twofold: 1) To demonstrate the effectiveness of current state-of-the-art technol-
ogy in theorem proving to formalize the fundamentals of engineering mathematics;
2) To build a formal framework which can be used to reason about the analytical
properties of discrete-time systems in the time and frequency domain. Mostly the
Laplace transform transfer functions are converted into z-domain to evaluate in-
teresting properties and to obtain corresponding time-domain equations. The main
reason behind this choice is the difficulty to obtain the inverse Laplace transform and
issues about its uniqueness. In this perspective, the formalization of the z-Transform
can also be used to analyze the continuous-time systems using the Biliear Transform,
which is yet to be formalized in higher-order logic.

Note that the verification of the properties of the z-Transform had to be done
in an interactive way due to the undecidable nature of higher-order logic. The main
advantages of this long process are the accuracy of the verified results and digging
out all the hidden assumptions, which are usually not mentioned in the textbooks
and engineering literature. We believe that this is a one-time investment as the ver-
ification of applications becomes quite easy due to the availability of already verified
properties of the z-Transform. As mentioned in [2], the availability of fundamen-
tal libraries of mathematics can attract mathematicians to use interactive theorem
proving for verifying key lemmas in their work, so as in the case of engineers.

8 Conclusion and Future Directions

In this paper, we reported the formal analysis of discrete-time systems using the
z-Transform which is one of the most widely used transform methods in signal pro-
cessing and communication engineering. We leveraged upon the high expressiveness
and the soundness of the HOL Light theorem prover to formalize the fundamental
properties (e.g., time delay, time advance, complex translation and initial value the-
orem) of the z-Transform and linear constant coefficient difference equations. We
also discussed and presented a proof of the uniqueness of the z-Transform which is
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required to transform z-domain expressions in the time-domain. Finally, in order
to demonstrate the effectiveness of the developed formalization, we presented the
formal analysis of a switched capacitor voltage doubler and a generalized infinite
impulse response filter. Our reported work can be considered as a step towards an
ultimate goal of using theorem provers in the design and analysis of systems from
different engineering and physical science disciplines (e.g., signal processing, control
systems, biology, optical and mechanical engineering).

In future, we plan to use the formalization of the z-Transform to verify the prop-
erties of photonic filters [5, 18] and discrete-time fractional order systems [27, 25].
In both these applications, our current formalization can be substantially used in
its current state. However, the analysis of fractional order systems require more
formalization of discrete fractional derivates based on the theory of special functions
(e.g., Gamma Function [26, 13]). Another interesting direction is the development
of a formal link between the z-Transform and the signal-flow-graph [24], which is
a complementary technique to obtain the transfer functions of various engineering
systems [4, 3]. Indeed such a formal link will provide a framework to use our formal-
ization to reason about graphical models of signal processing and control systems
often realized in MATLAB Simulink.
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