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Recently proposed formal reliability analysis techniques have overcome the inaccuracies
of traditional simulation based techniques but can only handle problems involving
discrete random variables. In this paper, we extend the capabilities of existing theorem
proving based reliability analysis by formalizing several important statistical properties of
continuous random variables like the second moment and the variance. We also formalize
commonly used concepts about the reliability theory such as survival, hazard, cumulative
hazard and fractile functions. With these extensions, it is now possible to formally reason
about important measures of reliability (the probabilities of failure, the failure risks and
the mean-time-to failure) associated with the life of a system that operates in an uncertain
and harsh environment and is usually continuous in nature. We illustrate the modeling and
verification process with the help of examples involving the reliability analysis of essential
electronic and electrical system components.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

Tragedies such as the industrial accident in the union carbide pesticide plant in Bhopal, India [1], the space shuttle
Columbia and Challenger accidents [2], and the high-speed train accident near the village of Eschede in Lower Saxony
in Germany [3] all highlight the importance of design reliability in various disciplines of engineering. The reliability of a
system is defined as the probability that it will adequately perform its specified purpose for a specified period of time
under the specified environmental conditions [4]. The two most popular representations of the distribution of the lifetime
of a system are the survival function and the hazard function [4]. The survival function describes the probability that a
system is functioning at any time t , and the hazard function describes the failure risk at a time t .

Traditionally, reliability analysis has been done using either paper-and-pencil or simulation based approaches. In en-
gineering applications, the paper-and-pencil approach very quickly becomes impractical because of the amount of detail
involved. Simulation based reliability analysis is popular because of the availability of a number of automated tools. Unfor-
tunately, the simulation based analysis is neither accurate nor can it truly model random behavior. Computer simulations
rely on floating-point numbers based representation of system parameters which can lead to errors in reliability analysis
and thus can have costly consequences. For example, the floating point bug in Intel Pentium 5 was related to a few missing
entries in the lookup table used by the digital divide operation algorithm. This resulted in rare round-off errors. Intel even-
tually had to recall the flawed chips at a cost of over 475 million dollars [5]. Moreover, simulation based techniques use
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pseudo random number generators for simulating the random behavior and require a large number of computing resources.
Another problem with the simulation based analysis is the time needed to compile and interpret simulation results. Some
simulation based methods [6] utilize computation tools, such as MATLAB [7], which supports arbitrarily large base sizes
for number representation and helps in controlling computational errors. This, however, comes at the cost of significant
increase in simulation times. For some applications, such as communication networks, the simulation softwares often make
overly simplified assumptions which are not realistic [8] or use different levels of details [9] and lead to results that do not
match real world measurements. Formal method-based techniques are 100% accurate and allow the modeling and analysis
of true random behavior and thus provide an alternative approach for reliability analysis of the critical parts of a system.

Formal techniques that analyze system reliability using probabilistic models, such as probabilistic model checking, are ac-
curate; however, they cannot effectively handle properties that summarize the statistical behavior of a lifetime distribution,
such as its moments and variance. Moreover, similar to traditional model checking techniques, probabilistic model checking
techniques also suffer from the state space explosion problem, and, therefore, only a small set of reliability analysis problems
can be handled using these techniques. With techniques based on theorem proving, it is possible to accurately deal with
complexity and reason about reliability analysis related probabilistic and statistical properties for large sized engineering
problems. These techniques, however, are very often interactive and require a formalized infrastructure for reasoning.

The state of the art in theorem proving based probabilistic analysis consists of a formalization of measure and probability
theories [10], discrete and continuous random variables and their probabilistic [11] and expectation properties [11,12]. Some
of these foundations have been utilized to asses reliability aspects involving discrete random variables [13] and expectation
properties of continuous random variables [12]. Despite these efforts, there are many reliability aspects that cannot be
reasoned about in a mechanical theorem prover, namely, the higher-order moments, variance and the concepts of survival
function, hazard function, cumulative hazard function and fractile function. In this paper, we formalize these reliability
fundamentals by building upon the existing probability [10–12] and reliability [14] theory foundations. Our first contribution
is to formally verify a general expression that facilitates reasoning about the second moment of bounded continuous random
variables that ranges over the interval [a,b].

E
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[
2n−1∑
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(
a + i

2n
(b − a)

)2
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2n
(b − a)

}]
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where E is the expectation operator, X is the bounded random variable, and P is the probability measure. E[X2] represents
the expectation of X squared with respect to P. The initial verification effort involved in proving the correctness of this
general result in an interactive theorem proving environment is quite significant. However, it makes the interactive verifi-
cation of statistical properties of specific random distributions less tedious to handle. This is mainly because the reasoning
involved in the verification of statistical properties now involves the concepts of summation of sequences and their limits
rather than relatively more involved concepts from set, measure and Lebesgue integration theories.

The second main contribution of this paper is that we utilize the general expression of Eq. (1), along with a simi-
lar expression for unbounded random variables, given in [14], to verify several important statistical properties of random
variables that are commonly used in reliability analysis. For example, the second moment and variance relations for the
Uniform, Triangular, and Exponential random variables are verified. When short term lifetime behavior of a system is of in-
terest uniform distribution is preferred. When very little information about the lifetime behavior of a system is known (such
as the rough estimates of the minimum and maximum life of a system, as is sometimes the case in the initial planning and
design stages), reliability engineers prefer triangular random distribution. And finally, exponential distribution accurately
models constant failure rate behavior, which is the most commonly used distribution for lifetime modeling of electronic and
electrical components of a system.

Different lifetime distribution representations have been used in the past depending upon the specific needs of the
problem of analyzing lifetime. For example, sometimes the probability of failure is of interest at a certain time (survival
function), whereas, in another application such as in planning for serviceability and maintainability of a system, the total
amount of risk associated with a system up to a given time (cumulative hazard function) may be required [15]. Two
commonly used important reliability properties of survival function and hazard function have already been formalized
in [14]. We add to these two more equally important lifetime distribution representations of cumulative hazard function
and the fractile function. Cumulative hazard function gives the amount of risk associated with a system up to a given time
while the fractile functions allow reasoning about times for a given probability of failure [4]. The survival function S X (x) is
defined as:

S X (t) = 1 − F X (t) (2)

where F X (x) is the cumulative distribution function of the random variable X . The hazard function, hX (t), is defined as:

hX (t) = −
dS X (t)

dt = lim
S X (t) − S X (t + h)

(3)

S X (t) h→0 hS X (t)



N. Abbasi et al. / Journal of Computer and System Sciences 80 (2014) 323–345 325
and the cumulative hazard function, H X (t), is defined as:

H X (t) =
t∫

0

hX (τ )dτ (4)

and finally the p-th fractile t X (p) of a random variable X is defined as:

t X (p) = F −1
X (p) (5)

This paper’s contributions lie in higher-order-logic formalization of the reliability concepts and proof of the important prop-
erties of the reliability theory using theorem proving. However, it does not contribute any semantic innovation to the
underlying logic.

Finally, to illustrate the practical effectiveness of our reliability theory formalization, we present two examples of applica-
tions: the lifetime reliability analysis of an electronic system component (a capacitor) and the lifetime analysis of insulated
power transmission cable. Both are critically important components of electrical power systems; and, to the best of our
knowledge, the reliability modeling and analysis of such system components were, until now, only possible using inaccurate
simulation based techniques. We utilize the method described in [13] to conduct this reliability analysis. The method allows
modeling of functional, performance and lifetime behavior using discrete and continuous random variables with appropri-
ate distributions. The analysis is then mechanically and interactively done in the sound environment of the HOL theorem
prover [16].

The rest of the paper is divided into eight sections. Section 2 reviews related work. Section 3 describes higher-order-logic
formalizations of measure, probability, continuous random variables and Lebesgue integration theories along with some no-
tations referred to in the rest of the paper. Section 4 presents the formalization and verification of statistical properties of
continuous random variables. In Section 5, using the verified second moment results of Section 4, the second moment and
variance properties of Uniform, Triangular and Exponential random variables are verified. Section 6 describes the formaliza-
tion of reliability theory concepts of survival, hazard, accumulated hazard, and fractile functions. For illustration purposes,
Section 7 presents the reliability analyses of a capacitor and of an insulated cable used in electrical power transmission and
distribution systems. Finally, Section 8 concludes the paper.

2. Related work

A system is considered dependable if it is reliable, available, safe and secure [17]. Reliability refers to continuity of
service and is an important component of dependability. Availability relates to readiness for use; safety deals with avoiding
catastrophic consequences on the environment; and security means preservation of confidentiality. The process for modeling
and analysis of dependability starts with a mathematical description of faults and failure mechanisms. The analysis involves
use of random variables with appropriate probability distributions and verifies the dependability requirements of the system.
In this section, we focus on the work related to one of the most important attributes of dependability: reliability.

One of the earliest examples of detailed reliability studies in engineering systems dates back to 1938 [18]. In this study,
factors for the improvement of service reliability for electrical power systems were considered. In the field of electronics,
the concepts related to reliability were initially introduced after the second world war to improve the performance of
communication and navigational systems [19].

In order to predict reliability, one must model a system and its constituent components in a way that captures failure
mechanisms. For example, in the case of electronic systems, a method called the part failure method has been shown to be
very accurate [20]. This method has been extensively used by military engineers to predict useful lifetimes of systems and
to develop highly reliable systems and equipments.

This method is based on calculating failure rates of individual components of the system and then using appropriate
formulas to determine the reliability of the whole system. Standards such as MIL-HDBK-2173 [21], FIDES [22], and IEEE
1332 [23] are some of the examples which specify adequate performance requirements and environmental conditions for
reliability modeling, analysis, and risk assessment.

Simulation techniques for analyzing reliability are sometimes attractive because the process can be completely au-
tomated. Moreover, for some reliability problems, either the analytical solutions are not available (for example non-
determinism arising in problems involving concurrency) or prohibitively complex to find due to the amount of detail
involved, as is the case in many modern engineering systems. In these cases, model checking and simulation based tech-
niques have an advantage over theorem proving based techniques. For these and other reasons, simulation is often chosen
as the reasonable alternative to formal techniques. The price paid, of course, is the compromise made with accuracy,
computation time and computation resources. Simulation based analysis cannot be termed 100% accurate and free from
computational inaccuracies because of the use of fixed and floating point arithmetic and the use of pseudo random num-
bers instead of true random numbers. Table 1 lists a few examples of simulation based tools for analyzing reliability and
their applications.

Formal methods for performance analysis include run time verification [34], model checking [35] and theorem prov-
ing [17]. These techniques have been extended to analyze reliability of systems during the last two decades. Run time
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Table 1
Simulation based reliability analysis tools [15].

Reliability analysis tool Description and application

CARE [24,25], ARP [15], SHARE [15], SURF [26], AIRES [15] Fault Tolerant Computer Architectures

RELIANT [27], SysRel [28], ERNI [29] Integrated Circuit conductor reliability and failure analysis, predict reliability and
hazards due electro-migration

MARK1 [30] Markov Modeling Package

METASAN [31] Michigan Evaluation Tool for the Analysis of Stochastic Activity Networks

SAVE [32] System AVailability Estimation

BERT [33] BErkely Reliability Tool

verification checks properties of the system during execution. In this technique, a formal specification language is used to
describe the system properties, while simulation is used to check the compliance of the functional, the performance and
the reliability requirements. Other expressive formalisms such as stochastic Petri nets [36] and process algebras [37] along
with various probabilistic [38] and stochastic temporal logics [39], and compositional and guarded command notations [40]
have been used in modeling, specification and analysis of complex engineering [41] and applied science problems [42].

Formal methods based techniques, such as probabilistic model checking, can be used to analyze reliability; however, they
do not have support for the verification of statistical properties (moments and variance) of the commonly used lifetime
distributions [43,44]. Probabilistic model checkers, for example PRISM [45], have the ability to verify exact solutions for
probabilistic properties in an automated manner. Moreover, they have been used to determine expected values in what
amounts to a semi-formal method. In the PRISM model checker, probabilistic finite state models are constructed with
real value probabilities associated with the transitions between various states of the model. Probabilistic model checking
tools run out of memory very quickly when the probabilistic state space is large, and that puts a practical limit on the
number of reliability analysis problems that can be reasonably handled with this technique and the tools associated with
it. Both simulation and probabilistic model checking do, however, have their place and can play an important role within a
comprehensive verification methodology where appropriate and reasonably small parts of a problem can be automatically
verified using these techniques.

Probabilistic theorem proving techniques, on the other hand, though interactive, are completely formal, sound, 100% ac-
curate, and, in theory, have no limitations as far as the number of states is concerned. In order to analyze systems formally
in a theorem proving environment, it is important to have an infrastructure for reasoning about the underlying mathemat-
ical concepts of probability and statistics. The accuracy of reliability analysis depends on both the field data gathering and
the methods and tools used for analysis. In this paper, we do not address the problem of field data gathering. Our focus is
on the higher-order-logic formalization of fundamental concepts of the reliability theory. Until recently it was only possible
to reason about reliability problems that involve discrete random variables in a theorem proving environment. Hurd [10]
formalized a probability theory along with discrete random variables in the HOL theorem prover [16]. Building upon Hur-
d’s work [10], Hasan [11] formalized statistical properties of single and multiple discrete random variables. Hasan [11]
also formalized a class of continuous random variables for which the inverse CDF functions can be expressed in a closed
form. Hasan et al. [13] presented higher-order-logic formalizations of some core reliability theory concepts and successfully
formalized and verified the conditions for consistent repairability for reconfigurable memory arrays in the presence of stuck-
at and coupling faults. In [12], Hasan et al. formalized expectation for both bounded and unbounded continuous random
variables in the HOL theorem prover. An expression of second moment of unbounded random variables was verified by
Abbasi et. al [14]. Both of these works utilized the Lebesgue integration theory for the verification of statistical properties
of continuous random variables developed in [46] and [47].

Despite the general nature of the Lebesgue integral and the fact that it can handle a larger class of functions than the
Riemann integral, the underlying mathematical complexity of the verification of expectation and other statistical proper-
ties, using interactive higher-order-logic theorem proving, makes this approach very tedious. An ingenious solution to this
problem that is ideally suited to interactive theorem proving environments is presented in [12], where the authors first
verified general expressions for the expectation of both bounded and unbounded continuous random variables. The initial,
one time effort in the verification of these general expressions was significant. But these general expressions only consist
of summations and limit of sequences. The authors of this work convincingly demonstrate the usefulness of such results in
the verification of expectation property of arbitrary continuous random variables.

This paper is an extended version of the work presented in [14]. We build upon the higher-order-logic formalization
of [13] and follow an approach similar to that first proposed by Hasan et al. [12], utilizing the Lebesgue integration theories
developed in [46] and [47]; and in doing so we verify an additional general expression for the second moment of bounded
continuous random variables. Thus we avoid having to deal with complex reasoning and, at the same time, benefit from
the general nature of the Lebesgue integral. We have formalized two more important concepts commonly used in reliability
analysis, that is the cumulative hazard function and the fractile function. This paper also includes the verification of some
of the classical properties associated with these concepts along with an additional case study.
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Table 2
Continuous random variables in HOL.

Distribution CDF Formalized random variable

Uniform(a,b) 0 if x � a;
x−a
b−a if a < x � b;
1 if b < x.

� ∀s a b . uniform_rv a b s = (b − a)(std_unif_rv s) + a

Triangular(0,b) 0 if x � 0;
( 2

b (x − x2

2b )) if 0 < x < b;
1 if b � x.

� ∀s b . triangular_rv b s = b(1 − √
1− std_unif_rv s)

Exponential(m) 0 if x � 0;
1 − e−mx if 0 < x.

� ∀s m . exp_rv m s = − 1
m ln (1− std_unif_rv s)

3. Preliminaries

In this section, we provide an overview of the higher-order-logic formalizations of probability theory, continuous random
variables and Lebesgue integration theory. Main ideas and some notation is also introduced that is used later in this paper.

3.1. Probability theory and random variables in HOL

A measure space is defined as a triple (Ω,Σ,μ), where Ω is a set, called the sample space, Σ represents a σ -algebra
of subsets of Ω and these subsets are usually referred to as measurable sets, and μ is a measure with domain Σ [48].
A probability space is a measure space (Ω,Σ,P) where Ω is the sample space, Σ is the set of events, and P is the probability
measure. Measure theory in HOL, formalized by Hurd [10], defines a measure space as a pair (Σ,μ). The sample space, on
which this pair is defined, is implicitly assumed to be equal to the universal set of the appropriate data-type. The probability
space in HOL is defined as pair (E,P), where the domain of P is the set E , which is a set of subsets of infinite Boolean
sequences B

∞ . Both P and E are defined using the Carathéodory’s extension theorem, which ensures that E is a σ -algebra:
closed under complements and countable unions.

A random variable in HOL is modeled in higher-order logic as a deterministic function, which accepts the infinite Boolean
sequence as an argument. This function makes random choices based on popping as many random bits as needed for the
computation. When this function terminates, it returns the result along with the remaining portion of the infinite Boolean
sequence to be used by other programs. Thus, a random variable which takes a parameter of type α and ranges over values
of type β can be represented in HOL by the function F .

F : α → B∞ → β × B∞

As an example, consider the Bernoulli( 1
2 ) random variable that returns 1 or 0 with equal probability 1

2 . It can be formal-
ized in HOL as follows

� bit = (λs. if shd s then 1 else 0, stl s)

It accepts an infinite Boolean sequence, where shd and stl are the sequence equivalents of the list operation ‘head’ and
‘tail’. The formalized P and E have been used to verify the basic laws of probability and the probabilistic properties of
random variables in the HOL theorem prover.

The above approach has been successfully used to formalize and verify most of the commonly used discrete random
variables [10].

3.2. Formalization of continuous random variables in HOL

An approach for the formalization of continuous random variables, based on the work of [10], was presented in [11]. It
uses the Inverse Transform Method (ITM) [49] to formalize continuous random variables for which an expression for inverse
CDF function of the random variable can be determined. For example, for a random variable X with continuous cumulative
distribution function (CDF) F , is formalized as X = F −1(U ), where F −1 is the inverse function of F , and U represents the
Standard Uniform random variable. Based on this approach, the CDFs and higher-order-logic definitions of three continuous
random variables are given in Table 2. The Uniform, the Triangular and the Exponential random variables were formalized
in [11].

In this paper, we formalize and verify the CDF properties of the Weibull random variable, which is one of the most
commonly used continuous random variable in the reliability analysis literature. It has two parameters, a shape and a scale
parameter and using these parameters it can be used to suit many reliability analysis needs. For example, it can be used
to model increasing, constant and decreasing failure rate behavior by making its shape parameter less than, equal to, or
greater than one, respectively. In fact, exponential life time distribution presented in [14] is a special case of the Weibull
random variable when the shape parameter is set equal to 1.
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Table 3
HOL formalization of Weibull random variable.

Property description Formalization in HOL

Definition

X = 1
m (−ln(1− U ))

1
a

� ∀a m s.
weibull_rv a m s = (1 / m) real_pow (−ln (1 − std_unif_cont s)) ( 1

a )

Cumulative density function

F X (x) = 1 − e−(mx)a
� ∀x a m. (0 < a) ∧ (0 < m) ⇒

(prob bern {s | weibull_rv a m s � x} =
(if x � 0 then 0 else 1 − exp (−real_pow (mx) a)))

Inverse cumulative distribution function

F −1
X (x) = 1

m (−ln(1 − (x)))
1
a

� ∀x a m. (0 < a) ∧ (0 < m) ⇒
INV_CDF_FN (λx. (1 / m) real_pow (−ln (1 − x)) ( 1

a ))
(λx. (if x � 0 then 0 else (1 − exp (−real_pow (mx) a))))

CDF at negative infinity
limn→−∞ F X (x) = 0

� ∀x a m.(0 < a) ∧ (0 < m) ⇒
(λn. (λx. (if x � 0 then 0 else (1 − exp (−real_pow (mx) a))))
((λn. & n) n)) → 0

CDF at positive infinity
limn→+∞ F X (x) = 1

� ∀x a m. (0 < a) ∧ (0 < m) ⇒
(λn. (λx. (if x � 0 then 0 else (1 − exp (−real_pow (mx) a))))
((λn. & n) n)) → 1

CDF monotonic non-decreasing
i f (c � d) then F X (c) � F X (d)

� ∀x a m. (0 < a) ∧ (0 < m) ⇒
∀c d. (c < d) ⇒
(λx. (if x � 0 then 0 else (1 − exp (−real_pow (mx) a)))) c �
(λx. (if x � 0 then 0 else (1 − exp (−real_pow (mx) a)))) d

CDF bounded
0 � F X (x) � 1

� ∀x a m. (0 < a) ∧ (0 < m) ⇒
((prob bern {s | weibull_rv a m s � x} � 1) ∧
(0 � prob bern { s | weibull_rv a m s � x }))

In Table 3, we summarize formalization of Weibull random variable. Only a few selected results are included here due to
space limitations. They include the definition of Weibull random variable, as it is formalized in HOL, using the inverse trans-
form method [50], and important properties of its CDF function. The first column of the table includes a brief description
of the property along with its mathematical representation. For example, X represents the random variable, F X represents
the CDF function of X and U represents the standard Uniform random variable. The variables and notation used in this
table is as follows: a and m are the shape and scale parameters of the Weibull random variable. s is a variable of type
num → bool. real_pow takes two real arguments and returns a real value such that the result is first argument raised to
the power second argument of the function. exp is the exponential function. std_unif represents the standard Uniform
random variable. weibull_rv is the Weibull random variable, and INV_CDF_FN is a predicate that takes two function
arguments. & is an operator that takes an argument of type num and returns a real. ⇒ is the logical implication operator
and → is a convenient abbreviation for tends-to or approaches a certain value on the right hand side of this operator.

We will see the four reliability theory properties of Weibull random variable and its application to a critical engineering
application later in this paper.

3.3. Lebesgue integration in HOL

Lebesgue integration is based on the concept of measure and is defined for a class of functions called measurable
functions, which are well-behaved functions between measurable spaces. The higher-order-logic definition of the Lebesgue
integral utilizes the concepts of indicator function, positive simple-function and measurable functions [48].

In HOL Lebesgue integration theory [47], a function f defined over a measure space (Ω,Σ,μ) is considered integrable
if and only if

∫
Ω

| f |dμ < ∞ or equivalently
∫
Ω

f + dμ < ∞ and
∫
Ω

f − dμ < ∞. Positive continuous random variables,
described in this paper are such well-behaved functions. We utilize the following convergence of a non-negative integrable
function f property in this paper to verify the second moment relation given in Eq. (1).

Theorem. If f is any non-negative integrable function, there exists a sequence of positive simple functions ( fn) such that ∀n x. fn(x) �
fn+1(x) � f (x) and ∀x. fn(x) → f (x), and

∫
Ω

f dμ = lim
n

∫
Ω

fn dμ (6)

In the next section, we utilize this property of Lebesgue integral to verify a general expression for the second moment
of the continuous random variables.



N. Abbasi et al. / Journal of Computer and System Sciences 80 (2014) 323–345 329
Table 4
Statistical properties and their HOL formalizations.

Property Definition HOL formalization

Expec. h(X) E[h(X)] = ∫
U h(X)dP � ∀m h rv. fun_rv m h rv = expec m (λx. h (rv x))

First moment μ = E[X] = ∫
U X dP � ∀m rv. first_moment m rv = expec m (λx. rv x)

Second moment μ2 = E[X2] = ∫
U X2 dP � ∀m rv. second_moment m rv = expec m (λx. (rv x) pow 2)

N-th moment μN = E[X N ] = ∫
U X N dP � ∀m rv N. nth_moment m rv N = expec m (λx. (rv x) pow N)

Variance σ 2 = E[(X − μ)2] � ∀m rv. variance m rv = expec m (λx. ((rv x) - expec m rv) pow 2)

Standard deviation σ � ∀m rv. std_dev m rv = sqrt(variance m rv)

Coef. of variation σ
μ � ∀m rv. coef_of_var m rv = (std_dev m rv)/(expec m rv)

Mean absolute deviation E[|X − μ|] � ∀m rv. m_abs_dev m rv = expec m (λx. abs((rv x) - expec m rv))

Coef. of skewness α3 = E[( X−μ
σ )3] � ∀m rv. skew m rv = expec m (λx. ((rv x) - expec m rv) pow 3)

/((std_dev m rv) pow 3)

Coef. of kurtosis α4 = E[( X−μ
σ )4] � ∀m rv. kurt m rv = expec m (λx. ((rv x) - expec m rv) pow 4)

/((std_dev m rv) pow 4)

4. Statistical properties of lifetime distributions

In this section, we present the formalization of the definitions of several important statistical properties of random
variables in HOL. These statistical properties summarize some of the most important aspects of the probability distribution
of a random variable. For example, the coefficient of skewness is a measure of symmetry of the probability distribution of a
random variable. Other formalized definitions include the expectation of a function of a random variable, first, second and
n-th moments, variance, standard deviation, mean absolute deviation, and coefficients of variation and kurtosis of a random
variable, as summarized in Table 4. In these formalized definitions, rv is a random variable. m represents a probability
space defined as: m = (U ,E,P), where U is a sample space, E is a set of events, and P is the probability measure. The
function expec represents the expectation or the first moment of the random variable.

The verification of the second moment and variance relations for the bounded and unbounded random variables begins
with the definition of the second moment given in the third row of Table 2. The function second_moment accepts a
probability space, (U ,E,P), and a random variable rv that maps infinite Boolean sequences to real numbers.

It is important to note that by using Hurd’s formalization of the probability space (U ,E,P), where U represents the
universal set of all Boolean sequences, as outlined in [11], we utilize the above definition to reason about second moment
of random variables formalized in [10,11].

The second moment property of bounded random variable is expressed as a higher-order-logic theorem as follows:

Theorem 1 (Second moment of bounded random variables).

� ∀a b rv. (0 � a) ∧ (a < b) ∧ (∀s. a � rv s � b) ∧
(∀x y. x < y ⇒ {s | x � rv s < y} ∈ E) ⇒
(second_moment (U ,E,P) rv =
limn→∞[∑2n−1

i=0 (a+ i
2n (b− a))2P{s | a+ i

2n (b− a)� rv s< a+ i+1
2n (b− a)}])

The first three assumptions state that the random variable rv is bounded in the positive interval [a,b]. Whereas, the
fourth assumption states that the set involved in this verification is measurable. It is assumed that the sequence (rvn) is
defined as:

rvn(x) =
2n−1∑
i=0

(
a+ i

2n
(b− a)

)
I{s|a+ i

2n (b−a)�rv s<a+ i+1
2n (b−a)}(x)

where IA(x) is a real-valued function of a set A, such that: IA(x) = 1 if x ∈ A, and IA(x) = 0 if x /∈ A.
In order to utilize any definition or property of Lebesgue integration theory with the above theorem, we first need to

show that the triple (U ,E,P) is a measure space with a positive measure. We verified these conditions based on the cor-
responding theorems available in Hurd’s formalization of the probability space (E,P) along with the definition of measure
in [46] under the given assumptions.

The convergence of a positive measurable function to the Lebesgue integral property [46] and the Modus Ponens (MP)
rule are then used to split the proof goal of Theorem 1 into the following seven subgoals. They correspond to the mono-
tonicity and positive simple-function requirement on rvn and five other assumptions described below [46]:
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mono_increasing

[
2n−1∑
i=0

(
a+ i

2n
(b− a)

)2

I{s|a+ i
2n (b−a)�rv s<a+ i+1

2n (b−a)}(x)

]
(7)

(
∀i.

(
i< 2n

) ⇒
{
s

∣∣∣∣ a+ i

2n
(b− a) � rv s< a+ i+ 1

2n
(b− a)

}
∈ E

)
(8)(

∀i.0� a+ i

2n
(b− a)

)
(9)(

FINITE
{
i

∣∣ i< 2n
})

(10)[
2n−1∑
i=0

(
a+ i

2n
(b− a)

)2

I{s|a+ i
2n (b−a)�rv s<a+ i+1

2n (b−a)}(x)

]
� rv(x) (11)

lim
n→∞

[
2n−1∑
i=0

(
a+ i

2n
(b− a)

)2

I{s|a+ i
2n (b−a)�rv s<a+ i+1

2n (b−a)}(x)

]
= rv(x) (12)

∃y. lim
n→∞

[
2n−1∑
i=0

(
a+ i

2n
(b− a)

)2

P

{
s

∣∣∣∣ a+ i

2n
(b− a) � rvs< a+ i+ 1

2n
(b− a)

}]
= y (13)

The monotonically increasing property in the first subgoal (Eq. (7)) can be verified based on the facts that (1) the
indicator function only becomes 1 for one interval or one particular value of i and (2) as the argument of the sequence,
i.e., n, increases the intervals become finer and thus the resulting value of the sequence becomes greater and close to the
value rv x. The term multiplied by the indicator function in the summation is in direct proportion with the argument of
the sequence n.

The second, third, and fourth subgoals (Eqs. (8), (9) and (10)) correspond to the pre-conditions for the function rvn to be
a positive simple-function. These three subgoals can be discharged based on the fourth assumption of Theorem 1, arithmetic
reasoning and set theory principles, respectively. The fifth subgoal (Eq. (11)) is true as there is only one i, say i′ , for which
the real value of rv x would fall in the interval [a + i

2n (b − a),a + i+1
2n (b − a)) out of all 2n possible values for i. Thus the

indicator function would be 1 for this particular i only and 0 otherwise, which means that the summation would be equal
to (a+ i′

2n (b−a)). Now, substituting this value for the summation in the fifth subgoal along with the fact that rv x lies in the

interval [a + i′
2n (b − a),a + i′+1

2n (b − a)) leads to its verification. The sixth subgoal (Eq. (12)) can also be discharged based on
the reasoning used to discharge the previous subgoal along with the monotonicity of the given sequence and the definition
of limit of a real sequence. Finally, the real sequence in the seventh subgoal (Eq. (13)) can be verified to be convergent by
verifying that it is monotonic, just like the sequence in the first subgoal since the probability term will only be non-zero
for one particular value of i, and has an upper bound b, since the value of i is always less than 2n and the maximum value
that the probability term can take is 1. This also concludes the verification of Theorem 1.

The verification of the second moment relation for an unbounded continuous random variable, given in [14] is as follows:

Theorem 2 (Second moment of an unbounded random variable).

� ∀rv. (∀s. 0 � rv s) ∧ (∀x. {s | rv s � x} ∈ E)
(∀x y. x < y ⇒ {s | x � rv s < y} ∈ E) ⇒
(second_moment (U ,E,P) rv =
limn→∞[∑n2n−1

i=0 ( i
2n )2P{s | i

2n � rv s< i+1
2n } + nP{s | rv s� n}])

As in Theorem 1, the function second_moment accepts a probability space, (U ,E,P), and a random variable rv that
maps infinite Boolean sequences to real numbers [11]. A detailed description of the proof can be found in [14].

Both the bounded and unbounded random variables play an important role in the modeling of the lifetime behavior of
engineering system components. The expressions formally verified in this section do not involve any concepts from Lebesgue
integration theory and are based on the well-known arithmetic operations like summation, limit of a real sequence, etc. This
allows us to formally reason about the statistical properties of random variables commonly used in reliability analysis while
at the same time gain the benefits of the original Lebesgue based definition.

5. Moments and variance of lifetime distributions

Statistical properties such as moments and variances are often used in reliability theory to summarize the properties
of systems lifetime distributions. The most commonly known statistical property, the first moment or expectation, is also
known as the mean-time-to-failure or MTTF in reliability theory. The expectation and higher moments are all measures
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of central tendency. On the other hand, statistical properties such as the variance, which is also known as the second
central moment, is a measure of dispersion of the lifetime distribution of a system. Similarly standard deviation is another
measure of dispersion of the distribution. Both variance and standard deviation depend on the scale of the measurement.
The coefficient of variation, defined as the ratio standard deviation and the expectation of a random variable, which is a
dimensionless number, is thus some times used to overcome this scale problem. The coefficient of skewness is a measure
of the skewness and the coefficient of kurtosis is a measure of peakedness of the lifetime distribution of a system [4].

Our formalization of the statistical properties of several continuous random variables including the Exponential random
variable allows us to verify these important statistical properties of the life time distribution of electronic system compo-
nents.

We now utilize the two second moment theorems (Theorems 1 and 2) for the verification of the statistical properties of
the Uniform, the Triangular and the Exponential random variables.

5.1. Uniform random variable

Uniform distribution is a simple two parameter distribution and is mainly used in reliability analysis for modeling the
life time of a system over relatively short intervals of time. Its parameters are a and b, where a � x < b. It is also used in
the formalization of random variables using methods such as the inverse transform method and the acceptance–rejection
method [49]. The second moment for the continuous Uniform random variable bounded in the interval [a,b] is formalized
as follows:

Theorem 3 (Second moment of the Uniform(a,b) random variable).

� ∀a b. (0 � a) ∧ (a < b) ⇒ (second_moment (U ,E,P) (uniform_rv a b) = a2+ab+b2
3 )

We start the proof process by rewriting the left hand side of the proof goal of Theorem 3 using the general second
moment theorem for bounded random variables (Theorem 1).

lim
n→∞

[
2n−1∑
i=0

(
a+ (b− a)i

2n

)2

P

{
s

∣∣∣∣ a+ (b− a)i

2n
� (uniform_rv a b) s< a+ (b− a)(i+ 1)

2n

}]

= a2 + ab+ b2

3

Then using set theory properties and the definition of CDF of the continuous Uniform random variable, we show that

P

{
s

∣∣∣∣ a+ (b− a)i

2n
� (uniform_rv a b) s< a+ (b− a)(i+ 1)

2n

}

=
[
a+ (b−a)(i+1)

2n − a

(b− a)
− a+ (b−a)(i)

2n − a

(b− a)

]

We then rewrite the left hand side of the subgoal with the above result and arrive at the following subgoal.

lim
n→∞

[
2n−1∑
i=0

(
a+ (b− a)i

2n

)2[a+ (b−a)(i+1)
2n − a

(b− a)
− a+ (b−a)(i)

2n − a

(b− a)

]]
= a2 + ab+ b2

3

This subgoal involves limit and summation on the left hand side. Using the property of square of sum of two functions,
we further simplify the left hand side and reduce it to a sum of the following three limit expressions.

lim
n→∞

2n−1∑
i=0

a2

2n
+ lim

n→∞

2n−1∑
i=0

2a(b− a)i

22n
+ lim

n→∞

2n−1∑
i=0

(b− a)2i2

23n
= a2 + ab+ b2

3

Then we show that these three limits exist and are given by:

lim
n→∞

2n−1∑
i=0

a2

2n
= a2, lim

n→∞

2n−1∑
i=0

2a(b− a)i

22n
= ab− a2, and

lim
n→∞

2n−1∑ (b− a)2i2

23n
= (b− a)2

3
respectively.
i=0
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The proof of the above three limit expressions involved real, arithmetic and limit theories in HOL. Now using these three
results we reduce the left hand side of the subgoal to

a2 + ab− a2 + (b− a)2

3
= a2 + ab+ b2

3
which is easily shown to be equal to the right hand side thus completing the proof.

Theorem 4 (Variance of the Uniform(a,b) random variable).

� ∀a b. (0 � a) ∧ (a < b) ⇒ (variance (U ,E,P) (uniform_rv a b) = (b−a)2

12 )

We verified the variance relation for the continuous Uniform random variable by first rewriting the left hand side of the
proof goal with the variance of continuous random variable property. Then the resulting subgoal was rewritten with the
expectation [12] and the second moment of the Uniform random variable (Theorem 3). This reduced the left hand side to:

a2 + ab+ b2

3
−

(
a+ b

2

)2

= (b− a)2

12

The above equation was then shown to be true. This completed the proof of the variance of the positive valued continu-
ous Uniform random variable.

5.2. Triangular random variable

In reliability theory, Triangle distribution is found to be very useful in cases where there is limited amount of information
available regarding the relationship between various factors that affect the life time of a system. For example, if only the
most likely, minimum and maximum lifetimes estimates are available, the parameter of the Triangle distribution can then
be used to model the lifetime behavior of the system [51].

The second moment for the continuous Triangular random variable bounded in the interval [0,b] is formalized as follows:

Theorem 5 (Second moment of the Triangular(b) random variable).

� ∀b. (0 < b) ⇒ (second_moment (U ,E,P) (triangular_rv b) = b2

6 )

The proof process begins rewriting the left hand side using the second moment theorem for bounded random variables
(Theorem 1).

lim
n→∞

[
2n−1∑
i=0

(
ib

2n

)2

P

{
s

∣∣∣∣ ib2n � (triangular_rv b) s<
(i+ 1)b

2n

}]
= b2

6

Then using set theory properties and the definition of CDF of the Triangular random variable, we show that

P

{
s

∣∣∣∣ i

2n
b� (triangular_rv b) s<

(i+ 1)

2n
b

}
=

[(
1− b2(1− i+1

2n )2

b2

)
−

(
1− b2(1− i

2n )2

b2

)]
We then rewrite the left hand side of the subgoal with the above result and arrive at the following subgoal.

lim
n→∞

[
2n−1∑
i=0

(
i

2n
b

)2[(
1− b2(1− i+1

2n )2

b2

)
−

(
1− b2(1− i

2n )2

b2

)]]
= b2

6

This subgoal involves limit and summation on the left hand side. Using the limit and real theories of HOL, the left hand
side of the proof goal was reduced to a sum of the following three limit expressions.

lim
n→∞

2n−1∑
i=0

(−2ib2) i3
24n

+ lim
n→∞

2n−1∑
i=0

(−b2) i2
24n

+ lim
n→∞

2n−1∑
i=0

(
2b2

) i2
23n

= b2

6

Next we showed these three limits exist and are given by:

lim
n→∞

2n−1∑
i=0

(−2ib2) i3
24n

= −b2
2

, lim
n→∞

2n−1∑
i=0

(−b2) i2
24n

= 0, and

lim
n→∞

2n−1∑ (
2b2

) i2
23n

= 2b2

3
respectively.
i=0
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The proof of the above three limit expressions involved real, arithmetic and limit theories in HOL. Then using these three
results we reduced the left hand side of the subgoal to

−b2
2

+ 0+ 2b2

3
= b2

6

which was easily shown to be equal to the right hand side and thus completes the proof.

Theorem 6 (Variance of the Triangular(b) random variable).

� ∀b. (0 < b) ⇒ (variance (U ,E,P) (triangular_rv b) = b2

18)

The variance relation for the continuous Triangular random variable was verified by first rewriting the left hand side
with the variance of continuous random variable property. Then the resulting subgoal was rewritten with the expectation
and the second moment properties of the Triangular random variable. This reduced the left hand side to:

b2

6
−

(
b

3

)2

= b2

6

The above equation was then shown to be true with some rewriting. This completed the proof of the variance of a
continuous Triangular random variable.

5.3. Exponential random variable

In this section, we utilize Theorem 2 for the verification of the second moment and variance properties of the Exponential
random variable. The second moment for the continuous Exponential random variable, is formalized as follows:

Theorem 7 (Second moment of the Exponential(m) random variable).

� ∀m. (0 < m) ⇒ (second_moment (U ,E,P) (exp_rv m) = 2
m2
)

We start the proof process by rewriting the left hand side using the general second moment theorem for the unbounded
random variables (Theorem 2).

lim
n→∞

n2n−1∑
i=0

(
i

2n

)2

P

{
s

∣∣∣∣ i

2n
� (exp_rv m) s<

i+ 1

2n

}
+ P

{
s

∣∣ n� (exp_rv m) s
} = 2

m2

Then using set theory properties and the definition of CDF of the Exponential random variable, we show that

P

{
s

∣∣∣∣ i

2n
� (exp_rv m) s<

i+ 1

2n

}
+ nP

{
s

∣∣ n� (exp_rv m) s
} = [(

e−m i
2n

)(
1− e− m

2n
) + ne−mn]

We then rewrite the left hand side of the subgoal with the above result and arrive at the following subgoal.

lim
n→∞

[
n2n−1∑
i=0

(
i

2n

)2(
e−m i

2n
)(
1− e− m

2n
) + ne−mn

]
= 2

m2

In order to evaluate the limit terms, we first prove the following sum of a sequence containing terms of type (i2Pi).

M−1∑
i=0

(
i2Pi

) = PM(M2P2 − 2M2P+ M2 − 2MP2 + 2MP+ P2 + P)

(P− 1)3
− P(P+ 1)

(P− 1)3

We then specialize this result for the case when M = n2n and P = e
−m
2n as follows:

n2n−1∑
i=0

i2
(
e− m

2n
)i = n222ne

−m
2n (n2n)

(e− m
2n − 1)

− 2(n2n)(e
−m
2n (n2n+1))

(e− m
2n − 1)2

+ (e
−m
2n (n2n) − 1)(e

−m
2n )(e

−m
2n + 1)

(e− m
2n − 1)3

Using the above results along with some real analysis properties, we arrive at the following subgoal.

lim
n→∞

[−n2e−mn] + lim
n→∞

[
− 2ne−mne

−m
2n

n
−m
2n

]
+ lim

n→∞

[
− (e−mn − 1)(e

−m
2n )(e

−m
2n + 1)

2n
−m
2n 2

]
+ lim

n→∞
[
ne−mn] = 2

m2
2 (1− e ) 2 (1− e )
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We then show that the first and fourth terms on the left hand side of the above subgoal approach zero as n tends to ∞,
that is, limn→∞[−n2e−mn] = 0 and limn→∞[ne−mn] = 0.

The evaluation of the second and third limit terms required a lot of rewriting effort in HOL, and the proof steps are
explained in the following. First we prove the following two limit expressions in HOL using L’hopital’s rule.

lim
x→0

[
xemx

1− e−mx

]
= lim

x→0

[
x(−memx) + emx

0− (−me−mx)

]
= 1

m
, and lim

x→0

[
x

1− e−mx

]
= lim

x→0

[
1

0− (−me−mx)

]
= 1

m

Then we specialize the above two results for the case when x = 1
2n and show that

lim
n→∞

[
e

−m
2n

2n(1− e
−m
2n )

]
= 1

m
and lim

n→∞

[
1

2n(1− e
−m
2n )

]
= 1

m

Then using the sum and product limit theorem we rewrite the second and third limit terms as follows:

lim
n→∞

[
2ne−mn e

−m
2n

2n(1− e
−m
2n )

]
= (2)

(
lim
n→∞

[
ne−mn])(

lim
n→∞

[
e

−m
2n

2n(1− e
−m
2n )

])
= (2)(0)

(
1

m

)
= 0

lim
n→∞

[
− (e−mn − 1)(e

−m
2n )(e

−m
2n + 1)

22n(1− e
−m
2n )2

]

= lim
n→∞

[−(
e−mn − 1

)]
lim
n→∞

[
e−mn

2n(1− e
−m
2n )

](
lim
n→∞

[
e−mn

2n(1− e
−m
2n )

]
+ lim

n→∞

[
1

2n(1− e
−m
2n )

])

= (1)

(
1

m

)(
1

m
+ 1

m

)
= 2

m2

Finally, we substitute these limits in the above subgoal and show that the left hand side is equal to the right hand side,
which completes the proof of the second moment of the Exponential random variable.

Theorem 8 (Variance of the Exponential(m) random variable).

� ∀m. (0 < m) ⇒ (variance (U ,E,P) (exp_rv m) = 1
m2
)

The verification steps for the variance of the Exponential random variable involve some rewriting using the definition of
the variance and the expectation and the second moment theorems. The resulting subgoal ( 2

m2 )− ( 1
m )2 = 1

m2 is easily shown
to be true, based on arithmetic reasoning, thus completing the proof of the variance of the Exponential random variable.

6. Reliability theory formalization

In this section, we present the formalization of the concepts of survival function, hazard function, cumulative hazard
function and the fractile function of various lifetime distributions.

6.1. Survival function

The survival function represents the probability that a component is functioning at one particular time t and is formal-
ized in HOL as follows:

Definition 1 (Survival function).

� ∀rv. survival_function rv = (λt. 1 - CDF rv t)

where CDF is the cumulative distribution function of random variable rv . Both survival function and CDF in HOL are of
type (((num → bool) → real) → real → real).

Theorem 9 (Survival function, Exponential(m) random variable).

� ∀m t. (0 < m) ∧ (0 � t) ⇒ (survival_function (λs. exp_rv m s) t = e−mt)

Theorem 9 was verified using the definitions of survival function and CDF of Exponential random variable together
with set theory properties. If T represents the Time-to-Failure of an electronic system component, for example, then using
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Theorem 9, we can now formally reason about probabilities of failure events at any time t i.e., P{T � t}, or between any
two times t1 and t2, i.e., P{t1 � T � t2}.

Besides Theorem 9, we also formally verified three important existence properties of the survival function in HOL:

Property 1. Survival function at time 0 is equal to 1

� ∀rv. (∀x. CDF_in_events_bern rv x) ⇒ (survival_function rv 0 = 1)

Here the assumption of Property 1 ensures that events of the type {s | rv s � x}, which define the CDF, are in the sample
space.

The proof involved rewriting with the definition of the survival function and properties of the cumulative distribution
function of the random variable rv.

Property 2. Survival function approaches 0 for very large values of times

� ∀rv. (∀x. CDF_in_events_bern rv x) ⇒ (λn. survival_function rv &n ) → 0

The proof of Property 2 involved rewriting with the definition of survival function, real analysis and CDF properties of
the random variable rv.

Property 3. Survival function is a non-increasing function

� ∀rv a b. (a < b) ∧ (∀x. CDF_in_events_bern rv x) ⇒
(survival_function rv b � survival_function rv a)

The proof of this property also involved rewriting with the definition of the survival function and the properties of the
CDF of a random variable.

6.2. Hazard function

The hazard function or instantaneous failure rate is used to model the amount of risk associated with a component at a
given time t and is formalized in HOL as follows:

Definition 2 (Hazard function).

� ∀rv t. hazard_function rv t = @l.

((λa. (survival_function rv t − survival_function rv (t + a))

/ ((a) (survival_function rv t))) → l) 0

The HOL function hazard_function takes as input a random variable rv and a real value t and returns a real value l
such that the incremental parameter a in the above definition approaches zero. Using Definition 2, we formally verified the
following important property of the hazard function in HOL.

Property 4. Hazard function is a positive function

� ∀rv t. (∀x. CDF_in_events_bern rv x) ⇒ (0 � hazard_function rv x)

The proof of this property involved rewriting with the definition of the hazard function and the fact that the survival
function of the random variable rv is continuous and a non-increasing function (Property 3).

Using the definitions of hazard function, survival function, and CDF of random variable, we also formally verified the
hazard function of Uniform, Triangle, Exponential and Weibull random variables (Table 6). For example, the well-known
result that the hazard function of an Exponential random variable is constant and is given by its parameter m is verified in
Theorem 10.

Theorem 10 (Hazard function, Exponential(m) random variable).

� ∀m t. (0 < m) ∧ (0 � t) ⇒ (hazard_function (λs. exp_rv m s) t = m)
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Table 5
Formally verified survival function relations for commonly used life time distributions.

Distribution Survival function, S(t)

Uniform � ∀a b t. (0 � a) ∧ (a < b) ∧ (0 � t) ⇒ survival_function (λs. uniform_rv a b s) t = ( b−t
b−a )

Triangular � ∀b t. (0 < b) ∧ (0 � t) ⇒ survival_function (λs. triangle_rv b s) t = 1− 2
b (t− t2

2b )

Exponential � ∀m t. (0 < m) ∧ (0 � t) ⇒ survival_function (λs. exp_rv m s) t = e−mt

Weibull � ∀a m t. (0 < a) ∧ (0 < m) ∧ (0 � t) ⇒ survival_function (λs. weibull_rv a m s) t = e−(mt)a

Table 6
Formally verified hazard function relations for commonly used life time distributions.

Distribution Hazard function, h(t)

Uniform � ∀a b t. (0 � a) ∧ (a < b) ∧ (0 � t) ⇒ hazard_function (λs. uniform_rv a b s) t = 1
b−t

Triangular � ∀b t. (0 < b) ∧ (0 � t) ⇒ hazard_function (λs. triangle_rv b s) t = 2
b (1− t

b )

1− 2
b (t− t2

2b )

Exponential � ∀m t. (0 < m) ∧ (0 � t) ⇒ hazard_function (λs. exp_rv m s) t = m

Weibull � ∀a b t. (0 < a) ∧ (0 < m) ∧ (0 � t) ⇒ hazard_function (λs. weibull_rv a m s) t = amata−1

The hazard function gives an indication of how a component ages. Its units are usually given as the number of failures
per unit time. A larger hazard function suggests that the component is under greater risk of failure. Using Theorem 10,
we can now formally reason about the amount of failure risks associated with a component when operating under certain
stress conditions. The results presented in this section are 100% accurate, completely general and exhaustive as opposed to
simulation based techniques where approximate numerical results are available for a very restricted set of parameters.

Table 6 summarizes the hazard function relations for the Uniform, Triangle, Exponential, and Weibull random variables.

6.3. Cumulative hazard function

The cumulative hazard function is used to model the total amount of risk associated with a component up to a given
time t . It is defined as:

H X (t) =
t∫

0

hX (τ )dτ (14)

Its HOL formalization is given in Definition 3:

Definition 3 (Cumulative hazard function).

� ∀rv t. cumu_haz_function rv t = @l. (Dint (0,t) (λa. hazard_function rv a) l)

The HOL function cumu_haz_function takes as input a random variable rv and a real value t and returns a real
value l such that l is the definite integral of the hazard_function over the closed interval [a,b]. We verified three important
properties of the cumulative hazard function in HOL. They are (1) the accumulated hazard function at time zero is zero,
which is mathematically expressed as:

H X (0) = 0 (15)

HOL formalization of this property is given in Property 5.

Property 5. Cumulative hazard function at time zero is equal to zero

� ∀rv t. (∀x. CDF_in_events_bern rv x) ⇒ (0 = cumu_haz_function rv 0)

The proof of Property 5 involves rewriting with the definition of the accumulated hazard function and the properties of
the definite integral when t is set to zero in Definition 3.

(2) Hazard function is a positive function and thus its integral over the positive interval is also positive, which is mathe-
matically expressed as:

0 � H X (t) (16)

the HOL formalization is given in Property 6.
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Table 7
Formally verified cumulative hazard function relations for commonly used life time distributions.

Distribution Cumulative hazard function, H(t)

Uniform � ∀a b t. (0 � a) ∧ (a < b) ∧ (0 � t) ⇒ cumu_haz_function (λs. uniform_rv a b s) t = ln( b−a
b−t )

Triangular � ∀b t. (0 < b) ∧ (0 � t) ⇒ cumu_haz_function (λs. triangle_rv b s) t = 2ln( b
b−t )

Exponential � ∀m t. (0 < m) ∧ (0 � t) ⇒ cumu_haz_function (λs. exp_rv m s) t = mt

Weibull � ∀a m t. (0 < a) ∧ (0 < m) ∧ (0 � t) ⇒ cumu_haz_function (λs. weibull_rv a m s) t = (m t)a

Property 6. Cumulative hazard function is a positive function

� ∀rv t. (∀x. CDF_in_events_bern rv x) ⇒ (0 � cumu_haz_function rv t)

The proof of Property 6 involved rewriting with the definition of accumulated function and Properties 4 and 5.
(3) A valid cumulative hazard function must also satisfy the monotonically increasing property, which can be mathemat-

ically stated as:

t1 � t2 ⇒ H X (t1)� H X (t2) (17)

The HOL formalization of this property is given in Property 7.

Property 7. Cumulative hazard function is a monotonically increasing function

� ∀rv t1 t2. (t1 � t2) ∧ (∀x. CDF_in_events_bern rv x) ⇒
(cumu_haz_function rv t1 � cumu_haz_function rv t2)

The proof of Property 7 involved reasoning from Properties 5 and 6, and the fact that for t1 � t2 the definite integral∫ t2
0 hX (τ )dτ can be split into a sum of two definite integrals

∫ t1
0 hX (τ )dτ + ∫ t2

t1
hX (τ )dτ . We have formally verified this and

some other related basic properties of definite integrals in HOL which are not part of standard HOL distribution. The proofs
of these and other basic properties utilize the definite integral formalization of the gauge integral, theory of derivatives,
fundamental theorem of calculus and the property of uniqueness of definite integral [52,16].

Table 7 summarizes the cumulative hazard function relations that we formally verified using Definition 3 and Proper-
ties 5, 6 and 7.

6.4. Fractile function

The p-th fractile of a distribution is the time at which the probability of failure is given by p. The p-th fractile of a
lifetime distribution is given by the inverse cumulative distribution function and is formalized in HOL as follows:

Definition 4 (Inverse CDF function).

� ∀f g. inverse_cdf_fun f g =

(∀x. (g x = 0) ⇒ x � f (g x)) ∧
(∀x. (g x = 1) ⇒ f (g x) � x) ∧
(∀x. 0 < g x ∧ g x < 1 ⇒

(f (g x) = x) ∧ ∀x. 0 < x ∧ x < 1 ⇒ (g (f x) = x))

Definition 5 (p-th fractile of a life time distribution).

� ∀rv. fractile rv = @l. (inverse_cdf_fun l (CDF rv))

The HOL function fractile takes as input a random variable rv and returns a function l such that l is the inverse CDF
function of the random variable rv . Table 8 lists the p-th fractile functions that we formally verified in HOL for the Uniform,
Triangle, Exponential, and Weibull random variables.

In this section, we presented formalization of four important lifetime distribution representations, namely, the survival
function, the hazard function, the cumulative hazard function and the fractile function. We also verified the lifetime distri-
bution relations for four commonly used continuous random variables, namely, the Uniform, the Triangular, the Exponential
and the Weibull random variables.
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Table 8
Formally verified p-th fractile relations for commonly used life time distributions.

Distribution p-th fractile

Uniform � ∀a b p t. (0 � a) ∧ (a < b) ∧ (0 < p) ∧ (p < 1) ⇒ fractile (λs. uniform_rv a b s) p =
(a + p(b − a))

Triangular � ∀b p t. (0 < b) ∧ (0 < p) ∧ (p < 1) ⇒ fractile (λs. triangle_rv b s) p = b(1 + √
1− p2)

Exponential � ∀m p t. (0 < m) ∧ (0 < p) ∧ (p < 1) ⇒ fractile (λs. exp_rv m s) p = − 1
m ln(1 − p)

Weibull � ∀a m p t. (0 < a) ∧ (0 < m) ∧ (0 < p) ∧ (p < 1) ⇒ fractile (λs. weibull_rv a m s) p =
1
m (−ln(1− p))

1
a

The lifetime distributions can be defined in other ways, including the Mellin transform [53], the moment generating
function [54], the probability density function [4], or the mean residual life function [4]. Formalization of these concepts
is possible using our proposed approach and the existing theories used in the HOL theorem prover and the ones we have
developed and described in this paper and in our previous work [14,12]. We plan to work on these formalizations in the
future to enhance the proposed approach into a complete framework that can then be utilized for accurate formal analysis
of reliability problems in engineering, biostatistics and other applied sciences.

7. Reliability analysis examples

7.1. Reliability analysis of a capacitor

Capacitors are essential component of many electrical systems ranging from basic electronics used in medical devices to
avionics used in space shuttles. Uninterruptable power supplies and inverters commonly used in renewable energy power
systems contain capacitors for filtering and smoothing rectified power line voltages. Moreover, they are used in electrical
power transmission and distributions networks for power factor correction. Their reliability is absolutely essential for the
correct behavior of electronics used in critical safety systems and in the efficient operation of electrical power systems.

Failures in electronic components most commonly occur at the beginning and towards the end of their lifetime. Through-
out their useful lifetime, the electronic system components, such as capacitors, exhibit a memoryless lifetime behavior. That
is, a used capacitor that is functioning has the same lifetime distribution as a new capacitor. Exponential distribution is a
continuous distribution that is memoryless and has a constant hazard function. That is, the risk of failure associated with
such a device stays constant throughout its useful lifetime. Thus exponential distribution is the most appropriate distribu-
tion for modeling the reliability behavior of a capacitor [4]. The computation of the exponential distribution parameter or
the failure rate starts with a component base failure rate value corresponding to standard operating environment and stress
levels. Environmental and qualitative factors are then used to account for the changes in the base failure rate of a compo-
nent due to the variations in the environment, the operating stresses and the quality of components used in the design.
Definition 6 gives the base failure rate for a capacitor [20].

Definition 6 (Base failure rate, capacitor).

� ∀A B VRop Ns Top NT G H.

cap_failure_rate_base A B VRop Ns Top NT G H =
(A) (real_pow (real_pow (VRop / Ns) H + 1) B)

(exp (real_pow ((Top + 273) / NT) G))

where A is the adjustment and B is the shaping factor (specified in [20]), VRop is the electrical stress ratio and is defined as
the ratio of the operating to rated power. Ns is a stress constant, Top is the operating temperature, NT is the temperature
constant, and G and H are called the acceleration constants (specified in [20]). The HOL function real_pow takes two real
numbers as input and returns a real number. The returned number is equal to the first argument raised to the power of the
second argument of the function (i.e., real_pow A b = Ab). exp represents the exponential function. In the part failure
method, each electronic system component is assigned a base failure rate corresponding to standard operating environment
and stress levels. The environmental and qualitative stress factors are used to adjust the base failure rate of a component
according to the operating environment and expected stress levels. A major source of stress for an electronic component
arises from the environment in which it operates, including its operating temperature, applied voltage, current and power
levels.

The two factors are given in [20] and are formalized in HOL as follows.



N. Abbasi et al. / Journal of Computer and System Sciences 80 (2014) 323–345 339
Definition 7 (Quality stress factor).

� ∀quality.
cap_stress_factor_quality quality =
(if quality = 0 then 15 / 10 else

(if quality = 1 then 1 else

(if quality = 2 then 3 / 10 else

(if quality = 3 then 1 / 10 else 3 / 100))))

Definition 8 (Environment stress factor).

� ∀environment.
cap_stress_factor_environment environment =
(if environment = 0 then 1 else

(if environment = 1 then 1 else

(if environment = 2 then 2 else

(if environment = 3 then 4 else

(if environment = 4 then 5 else

(if environment = 5 then 7 else

(if environment = 6 then 15 / 2 else

(if environment = 7 then 8 else 15))))))))

The HOL formalization of these stress factors accepts a natural number as input. Each natural number represents a range
of environmental parameters and returns a real number that represents the stress value. The formalization of the capacitor
part failure rate, operating in a certain environment under certain electrical stress levels, is given in Definition 9.

Definition 9 (Part failure rate, capacitor).

� ∀A B VRop Ns Top NT G H n m.

cap_failure_rate_part A B VRop Ns Top NT G H n m =
(cap_failure_rate_base A B VRop Ns Top NT G H )

(cap_stress_factor_environment n) (cap_stress_factor_quality m)

7.1.1. Capacitor lifetime model
The lifetime of a capacitor in HOL is modeled using a function that takes as input the capacitor failure rate and returns

a function of Exponential random variable of type ((num →bool) → real).

Definition 10 (Capacitor lifetime model).

� ∀A B VRop Ns Top NT G H n m. cap_lifetime_model A B VRop Ns Top NT G H n m =
(λs. exp_rv (cap_failure_rate_part A B VRop Ns Top NT G H n m) s)

7.1.2. Verification of reliability properties
The survival and hazard functions and three important statistical properties of capacitor life time are presented in this

section.

7.1.2.1. Survival and hazard functions: Theorems 11 and 12 formally prove the survival and hazard function properties of the
capacitor.

Theorem 11 (Survival function, Exponential random variable).

� ∀A B VRop Ns Top NT G H n m t.

(0 < t) ∧ (0 < A) ∧ (0 � B) ∧ (0 � G) ∧ (0 � H) ∧
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(0 < Ns) ∧ (0 < NT) ∧ (0 � VRop) ∧ (VRop � 1) ∧
(0 � n) ∧ (0 � m) ⇒
(survival_function (cap_lifetime_model A B VRop Ns Top NT G H n m) t

= exp(-(cap_failure_rate_part A B VRop Ns Top NT G H n m) t))

All assumptions except for (0 < t) ensure that the capacitor part failure rate (cap_failure_rate_part A B
VRop Ns Top NT G H n m) is a positive real number.

Theorem 12 (Hazard rate, Exponential random variable).

� ∀A B VRop Ns Top NT G H n m t.

(0 < t) ∧ (0 < A) ∧ (0 � B) ∧ (0 � G) ∧ (0 � H) ∧
(0 < Ns) ∧ (0 < NT) ∧ (0 � VRop) ∧ (VRop � 1) ∧
(0 � n) ∧ (0 � m) ⇒
(hazard_function (cap_lifetime_model A B VRop Ns Top NT G H n m) t

= cap_failure_rate_part A B VRop Ns Top NT G H n m)

The proof of Theorem 7 involved rewriting with the definitions of survival and hazard functions, part failure rate and the
CDF of the Exponential random variable. The limit term is simplified using L’hopital’s rule.

7.1.2.2. Statistical properties: We formally verified several statistical properties of the capacitor’s lifetime using the proposed
reliability analysis method in the HOL theorem prover; three of these are presented below, namely, the mean, the second
moment, and the variance of Time-to-Failure of the capacitor.

Theorem 13 (Mean Time-to-Failure (MTTF), Exponential(m)).

� ∀A B VRop Ns Top NT G H n m t.

(0 < t) ∧ (0 < A) ∧ (0 � B) ∧ (0 � G) ∧ (0 � H) ∧
(0 < Ns) ∧ (0 < NT) ∧ (0 � VRop) ∧ (VRop � 1) ∧
(0 � n) ∧ (0 � m) ⇒
mttf (U ,E,P) (cap_lifetime_model A B VRop Ns Top NT G H n m)

= (1)/(cap_failure_rate_part A B VRop Ns Top NT G H n m)

Theorem 14 (Second moment of Time-to-Failure, Exponential(m)).

� ∀A B VRop Ns Top NT G H n m t.

(0 < t) ∧ (0 < A) ∧ (0 � B) ∧ (0 � G) ∧ (0 � H) ∧
(0 < Ns) ∧ (0 < NT) ∧ (0 � VRop) ∧ (VRop � 1) ∧
(0 � n) ∧ (0 � m) ⇒
second_moment (U ,E,P) (cap_lifetime_model A B VRop Ns Top NT G H n m)

= (2)/(cap_failure_rate_part A B VRop Ns Top NT G H n m)2

Similarly other statistical properties such as the coefficient of variance, standard deviation and reliability properties such
as the cumulative hazard function and p-th fractiles can be formally verified for electronic system components.

Theorem 15 (Variance of Time-to-Failure, Exponential(m)).

� ∀A B VRop Ns Top NT G H n m t.

(0 < t) ∧ (0 < A) ∧ (0 � B) ∧ (0 � G) ∧ (0 � H) ∧
(0 < Ns) ∧ (0 < NT) ∧ (0 � VRop) ∧ (VRop � 1) ∧
(0 � n) ∧ (0 � m) ⇒
variance (U ,E,P) (cap_lifetime_model A B VRop Ns Top NT G H n m)

= (1)/(cap_failure_rate_part A B VRop Ns Top NT G H n m)2



N. Abbasi et al. / Journal of Computer and System Sciences 80 (2014) 323–345 341
The proofs of the above statistical properties were greatly facilitated by the statistical properties of the Exponential
random variables, described in Section 4.

In the next section, we present modeling and verification of the end-of-life time of cables used in electrical power
systems.

7.2. Reliability analysis of insulated cables

Insulated cables are an important component of electrical power systems that operate in harsh environments and are
frequently subjected to one or more types of stresses throughout their useful life. These stresses can be electrical, mechan-
ical or environmental in nature. For example changes in transmission voltages and presence of harmonics produce varying
electric fields that stress the cable insulation material. Mechanical stresses such as bending and vibration and environmental
stresses such as temperature variations, pollution and humidity also have an effect on the cable’s insulation. All of these
stresses progressively deteriorate the ability of the cable’s insulation material to prevent conduction. This process is some-
times called aging and is also commonly referred to as the wear of the insulation in power system literature. A cable is
said to have failed or reached its end-of-life once it is no longer able to prevent conduction as a result of these applied
stresses [55,56].

Modeling of the cable aging process is an active area of research. Accurate modeling, analysis and prediction of the times
when cable insulation will stop complying with its specifications plays an important role in planning, design and reliable
operation of power systems. Inaccurate aging models and inaccurate analysis and prediction of the time and probability of
failures can result in serious and expensive consequences for power system operators [57]. Modeling based on formal meth-
ods and analysis techniques, such as the one proposed in this paper, have the potential to alleviate these limitations of the
traditional inaccurate and error-prone approaches such as simulation and paper-and-pencil based approaches respectively.

In this section, we consider an end-of-life model described in [57,58]. This thermodynamic model assumes that the cable
aging process is triggered by the supply of heat. The model states the probability of insulation failure at time t using the
Weibull distribution described by the following equation:

P {X � t} = F X (t) = 1 − e−(mt)a = 1 − Sx(t) (18)

where a is the Weibull shape parameter. The parameter m or the scale parameter depends on several physical parameters
of cable insulation material and its operating environment and is given by the following equation:

m = sinh(
ε0εr
V E2

2kT )

h
2π f kT e


G
kT

(19)

where sinh is the sine hyperbolic function, 
S is the entropy, T is the temperature, 
H is the enthalpy, 
V is the activation
volume of the insulation material, k is Boltzmann’s constant, h is Planck’s constant, f is the alternating signal frequency,
ε0 and εr are the absolute permittivity of free space and the relative permittivity of the insulation material respectively, E is
intensity of the electric field, and 
G is the energy required to trigger the aging chemical reaction in the cable insulation
and is given by:


G = 
H − T 
S (20)

In [57] the author verifies the capability of this model to estimate the end-of-life time under various conditions and
estimates parameters of the model for various types of cables with different insulation materials and operating voltages. In
our formalization of this problem, we model the wear behavior in higher-order logic and verify general expressions for the
probability that the cable insulation will fail at a time t . We also verify the instantaneous and accumulated risk associated
with the useful lifetime of the cable.

The HOL formalization of the scale parameter or factor m for the Weibull distribution is given in Definition 11.

Definition 11 (Wear factor, scale factor (m) for Weibull distribution).

� ∀h k Tc f dV E e0 er dH dS.

scale_fact h k Tc f dV E e0 er dH dS =
sinh (e0 er dV E pow 2 / (2 k Tc)) /

(h / (2 pi f k Tc) exp (dG dH Tc dS / (k Tc)))

In this definition sinh represents the sine hyperbolic function. We needed this function for modeling the wear behavior of
the insulated cable as shown in Definition 11. Our formalization of hyperbolic functions includes the basic definitions of the
sine, cosine, tangent, cosecant, secant, and cotangent hyperbolic functions. In this formalization, we also prove commonly
used hyperbolic function identities such as (cosh2(x) − sinh2(x) = 1) and so forth. We have also verified several important
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results related to the derivatives of hyperbolic functions and some related to the definite integral of hyperbolic functions.
This formalization was greatly helped by the real number and transcendental function theories in the HOL theorem prover;
details of the hyperbolic function theory can be found elsewhere [59].

7.2.1. Cable insulation lifetime model
The higher-order-logic life time model of an insulated cable is given in Definition 12. The insulated cable lifetime is

modeled using a higher-order-logic function insu_cable_lifetime_model, which takes as input various physical parameters and
returns a Weibull random variable of type (num → bool) → real.

Definition 12 (Cable insulation lifetime model).

� ∀shape_fact h k Tc f dV E e0 er dH dS.

insu_cable_lifetime_model shape_fact h k Tc f dV E e0 er dH dS =
(λs. weibull_rv shape_fact (scale_fact h k Tc f dV E e0 er dH dS) s)

7.2.1.1. Verification of reliability properties: Theorems 16, 17, 18, and 19 prove important lifetime properties of the insulated
power transmission cable. The probability that the insulated power transmission cable is functioning at a time t (survival
function) is verified in Theorem 16.

Theorem 16 (Survival function, Weibull random variable).

� ∀h k Tc f dV E e0 er dH dS shape_fact.

(0 < shape_fact) ∧ (0 < Tc) ∧ (0 < dV) ∧ (0 < f) ∧ (0 < t)

⇒ (survival_function

(insu_cable_lifetime_model shape_fact h k Tc f dV E e0 er dH dS) t =
exp(−real_pow ((scale_fact h k Tc f dV E e0 er dH dS) (t)) shape_fact))

The HOL function real_pow in Theorem 16 takes two real numbers as input and returns a real number. The returned
number is equal to the first argument raised to the power of the second argument of the function (i.e., real_pow A b= Ab).

All assumptions except for (0 < t) and (0 < shape_fact) ensure that the (scale_fact h k Tc f dV E e0
er dH dS) is a positive real number.

The lifetime distribution of a system can be determined from the individual lifetime distributions. Sometimes a single
survival function is used to model or represent the lifetime behavior of the entire population when a large population of
items has identically distributed lifetimes. In this interpretation, the survival functions of two populations can be used to
compare the survival patterns of the two populations of items [4].

The amount of failure risk associated with the insulated cable at any time t is verified in Theorem 17.

Theorem 17 (Hazard rate, Weibull random variable).

� ∀h k Tc f dV E e0 er dH dS shape_fact.

(0 < shape_fact) ∧ (0 < Tc) ∧ (0 < dV) ∧ (0 < f) ∧ (0 < t)

⇒ (hazard_function

(insu_cable_lifetime_model shape_fact h k Tc f dV E e0 er dH dS) t =
shape_fact (real_pow t (shape_fact − 1))

(real_pow (scale_fact h k Tc f dV E e0 er dH dS) shape_fact))

Hazard rate represents an expression for failure risk as a function of time. The general parameters in this theorem
completely describe the failure risk associated with the insulated cable as a function of time. The shape of the hazard
function gives an indication of how the insulated cable ages. A larger value of hazard function means that the insulated
cable is under greater risk of failure and a smaller value of this function indicates that the insulated cable is under less
risk. The shape of this function can be an increasing, constant, decreasing or bath-tub shaped, representing different aging
types and lifetime failure behaviors. With proper selection of the insulated cable parameters and the Weibull distribution
parameters, an increasing, a constant, a decreasing or a bath-tub shaped hazard function can be modeled.

The total amount of failure risk up to time t associated with the insulated cable is verified in Theorem 18.
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Theorem 18 (Cumulative hazard function, Weibull random variable).

� ∀h k Tc f dV E e0 er dH dS shape_fact.

(0 < shape_fact) ∧ (0 < Tc) ∧ (0 < dV) ∧ (0 < f) ∧ (0 < t)

⇒ (cumu_haz_function

(insu_cable_lifetime_model shape_fact h k Tc f dV E e0 er dH dS) t =
real_pow (((scale_fact h k Tc f dV E e0 er dH dS)(t)) shape_fact))

The p-th fractile property for the insulated cable is verified in Theorem 19. A special case of this property, when p = 0.5,
is referred to as the median lifetime of the insulated cable.

Theorem 19 (p-th fractile function, Weibull random variable).

� ∀h k Tc f dV E e0 er dH dS shape_fact p.

(0 < shape_fact) ∧ (0 < Tc) ∧ (0 < dV) ∧ (0 < f) ∧ (0 < t) ∧
(0 < p) ∧ (p < 1) ⇒ (fractile

(insu_cable_lifetime_model shape_fact h k Tc f dV E e0 er dH dS) p =
(1/(scale_fact h k Tc f dV E e0 er dH dS))

(real_pow (−ln(1 − p)) (1/shape_fact)))

The proofs of the above lifetime properties were completed with the help of Weibull random variable theorems listed
in Tables 5, 6, 7 and 8. It is important to note that the reliability analysis results proved in this section are completely
generic expressions rather than numerical values as is the case in simulation based techniques. Moreover these results are
100% accurate as we are dealing with real numbers rather than floating point numbers as is the case in simulation based
techniques. Such an analysis was not previously possible in a theorem proving environment, and we believe it to be a major
step forward in the direction of the formal reliability analysis of engineering systems.

8. Conclusions

In this paper, we presented an approach for the reliability analysis of engineering systems in the sound environment of
the HOL theorem prover. The approach builds upon existing formalizations of continuous random variables. We presented
the formalization of commonly used lifetime distribution representations, namely the survival function, the hazard func-
tion, the cumulative hazard function and the fractile function. We also presented the formalizations of several important
statistical properties of random variables and the formal proof of general expressions for the second moment of bounded
and unbounded continuous random variable using probability, measure and Lebesgue integration theories. We then used
these expressions to prove the second moment and the variance relations for the Uniform, the Triangular, and the Exponen-
tial random variables. The usefulness of the proposed reliability analysis method was demonstrated with the help of two
examples. The first example dealt with the reliability analysis of a capacitor, an essential building block in electrical and
electronic systems. In the second example, we modeled the lifetime behavior of insulated power transmission cables using
Weibull random variables and formally verified the survival properties including risks associated throughout the useful life
of the insulated cables. The HOL formalization and proof effort described in this paper took approximately 250 man-hours
and consists of around 6000 lines of HOL code.

The work presented in this paper makes it possible to perform accurate lifetime reliability modeling and analysis for the
very first time in the sound environment of a theorem prover. Our proposed approach, though interactive, is very flexible
and allows modeling of lifetime behavior using single and multiple parameter and bounded and unbounded continuous
random variables. This allows us to model increasing, constant and decreasing failure rates together with both short and
long term lifetime behaviors. In fact, at this time, any random variable with a closed form CDF expression is supported and
can be formally reasoned about. This ability makes it suitable for a large set of reliability analysis problems in safety-critical
engineering systems.

We are currently working on the formalization of other lifetime probability distributions such as Gamma and Gaussian
distributions to further enhance the proposed reliability analysis approach. As a first step we are formalizing and verifying
methods such as the acceptance–rejection method. This will allow us to formally verify an even larger class of random
variables in the HOL theorem prover. One of the objectives of our research is to enhance the proposed approach through
formalization of other random variables and lifetime distribution representations so that a complete framework for reliability
analysis can be developed and be capable of handling engineering reliability analysis problems in an intuitive and systematic
manner. This presents our first significant contribution in this direction.
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