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Abstract—This paper investigates the energy efficiency op-
timization in a wireless communication network in which an
unmanned aerial vehicle (UAV) deploys information and power
transfer towards co-located information and energy receivers
to enable downlink and uplink data transmission through non-
orthogonal multiple access (NOMA). Using a constructed closed-
form expression for the energy efficiency, a resource allocation
mechanism aiming at maximizing the energy efficiency of the
system is developed. To this end, an algorithm which jointly
takes into account the downlink and uplink stages is proposed,
using Lagrangian optimization and gradient decent methods.
Numerical results and comparisons are provided. In particular,
the results show an enhancement in energy efficiency for the
NOMA scheme compared with OMA, and that less wireless
power transfer time will be needed from the UAV to simulta-
neously charge energy receivers when using NOMA.

Index Terms—Energy Harvesting; Energy Efficiency; Wireless
Power Transfer; UAV; NOMA; WIPT.

I. INTRODUCTION

Among the wide range of applications enabled by unmanned
aerial vehicles (UAVs), one of the most important is in
Internet of Things (IoT) networks, in which devices have
limited power resources and may not be able to communicate
over long ranges [1]. With additional flexibility, including 3D
mobility and line-of-sight (LoS), UAVs can be efficiently used
as wireless power transmitters for battery-limited or hard to
reach devices, to enable their data communications [2], while
improving the wireless charging efficiency compared to ground
power beacons at fixed locations and providing cost-effective
on-demand wireless power [3].

In many use-cases, UAVs are called to not only chrge
devices, but also to send and/or collect information to/from
them [4]. Using the concept of wireless power and information
transfer (WIPT) or simultaneous WIPT, where the transmitter
sends power and information signals towards energy receivers
(ERs) and information receivers (IRs), UAVs can be deployed
to provide efficient wireless power transfer (WPT) along with
reliable data services when and where needed. The use of such
concept needs to meet the radio resource sharing of B5G,
where non-orthogonal multiple access (NOMA) will highly
likely be replacing the conventional orthogonal multiple access
(OMA) [5].

Recently, NOMA received significant attention for its
promising performance, despite the additional complexity due
the required successive interference cancellation (SIC) [6].

For reliable downlink and uplink NOMA systems, SIC is
performed. In the downlink, the user with strong channel
condition receives NOMA signal, decodes the symbol of
higher power from the received signal, and then subtracts
it from the received signal to decode its own symbol [7].
In uplink NOMA, the messages from different users are
combined together, and SIC is conducted at the receiver [8].

So far, several research works focused on the resource
allocation to enhance the performance of UAV-enabled power
or information networks. For instance, the work in [9] suggests
a design based on the optimization of UAV’s trajectory to
enhance throughput while taking into consideration the energy
consumption of the UAV and trying to maximize the amount
of energy transferred to the ground devices. Leveraging the
benefits of NOMA over OMA, the authors in [8] proposed a
cooperative NOMA scheme to maximize the weighted sum-
rate of the UAV and ground nodes through optimizing the
power allocation and the UAV’s rate. In [4], joint optimization
of the power allocation and trajectory design of the UAV to
support infrastructure-starved IoT services was investigated.
Besides, minimization of the energy consumption of mobile
nodes with acceptable quality-of-service (QoS) has been an-
alyzed in [10], where offloading is enabled by uplink and
downlink communications between the nodes and the UAV
via NOMA or OMA protocols.

In this work, we address the optimization of the energy
efficiency (EE) of a system in which a multi-antenna UAV
serves as power and information access point for ground ERs
and IRs, where energy harvested by the ERs is used for
their uplink NOMA communications towards the same UAV
while downlink NOMA transmissions towards IRs are taking
place. The portions of power dedicated to ERs and IRs are
determined. Moreover, a time allocation scheme is enabled
to specify the optimal switching between the energy and in-
formation transmissions. Considering constraints on the main
system parameters, including the required QoS of the ERs and
IRS, and the downlink and uplink thresholds to enable SIC,
maximization of the system EE is conducted by optimizing
the transmit powers towards the co-existing devices, along
with the wireless power charging time of the ERs. Simulation
results are provided to illustrate the performance of the NOMA
based system in comparison with OMA.

The rest of the paper is organized as follows: Section II
describes the system model. Formulation of the EE is detailed
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in Section III. The optimization problem is formulated and
solved in Section IV. Numerical results are discussed in
Section V, and Section VI concludes the paper.

Notation: Symbol E{.} is used for the expectation, (.)† de-
notes the Hermitian transpose, and (.)H indicates the conjugate
transpose. Symbol ‖.‖ denotes the Euclidian norm, and [.]+

refers to max(0, .).

II. SYSTEM AND CHANNEL MODELS

The UAV serves K single-antenna IRs and J single-antenna
ERs in each time slot T (Fig. 1). The total number of antennas
at the UAV is N = NE + NI , with NE used for the ERs,
and NI dedicated to the IRs. The time slot is divided into two
phases. In the first phase, αT (0 < α < 1) , the UAV transmits
energy signals to the ERs. In the second phase, (1 − α)T ,
the ERs make use of the harvested energy to transmit their
always-available data to the UAV. Simultaneously, the UAV
transmits information to the IRs. The data transmissions on
the uplink (U) and downlink (D) are performed according to
the NOMA protocol. Without loss of generality, the time slot
duration T is set to unity. The position of the UAV is denoted
(XUAV, YUAV, hUAV), the one of ERj is (XERj , YERj , hERj ),
and that of IRk is (XIRk

, YIRk
, hIRk

). In this work, we focus
on the system operation once the UAV starts hovering in a
specific position, i.e., (XUAV, YUAV, hUAV), for serving the
ground devices.

A. Channel Models

Channels are of two types: air-to-ground (A2G) from the
UAV to IRs and ERs, and ground-to-air (G2A) from ERs to
the UAV. The complex channel vector of link UAV-IRk is
denoted hk ∈ C1×NI , k = 1, · · · ,K. For ERj , j = 1, · · · , J,
the complex channel vector of the A2G link is denoted
gj ∈ C1×NE , and the one of the G2A is zj ∈ CNE×1. First,
we have gj = g′j/

√
LD
ERj

, where LD
ERj

is the average path-
loss, and g′j = [g′j,1, g

′
j,2, . . . , g

′
j,NE

] is the normalized channel
fading vector. Assuming Rician fading, g′j can be written as
[3]:

gj
′ =

√
K
K + 1

11×NE
+

√
1

K + 1
g̃j, (1)

where K is the Rice factor, 11×NE
is a unity row vector, and

the non-line-of-sight (NLoS) fading component g̃j is a row
vector whose elements are i.i.d. complex Gaussian random
variables with zero mean and unit variance, i.e., CN (0, 1).
The average A2G free-space distance-dependent path loss of
ERj , LD

ERj
in dB, is given by

LD
ERj

= pLoS,j LLoS,j + (1− pLoS,j) LNLoS,j , (2)

where the LoS and NLoS path losses are given by

LLoS,j = 20 log10

(
4πfdj

c

)
+ ξLoS,j , (3)

LNLoS,j = 20 log10

(
4πfdj

c

)
+ ξNLoS,j , (4)

Fig. 1. System model.

in which f denotes the carrier frequency, c is the speed of light,
and ξLoS,j and ξNLoS,j are the average environment-dependent
excessive path losses in dB [11]. In (2), pLoS,j denotes the
probability that the UAV has LoS with ERj [11], given by

pLoS,j =
1

1 + a exp
(
−b

(
180
π θj − a

)) , (5)

where a and b are constant values related to the environment,
and θj = arccos(hUAV/dj) is the elevation angle in radian
between UAV and ERj , with dj being the Euclidean distance:

dj =
√

(XUAV −XERj
)2 + (YUAV − YERj

)2 + (hUAV − hERj
)2.

(6)
The A2G channel model described above w.r.t. ERs (g)

applies to the IRs (h) by replacing k with j and IR with ER
in (1)-(6). For the channel between ERj and UAV, zj , we also
consider a Rician model as for gj , with zj = z′j/

√
LU
ERj

and

LU
ERj

being the average G2A distance-dependent path-loss.

B. Energy Transmission

The UAV transmits energy signal x1 ∈ CNE×1, which
consists of J energy beams, one for each ER, i.e.,

x1 =
J∑
j=1

√
PD
j wjs

ER
j , (7)

where PD
j is the transmit power destined for ERj , sER

j ∈
CN (0, 1) denotes the energy-carrying signal, and wj ∈
CNE×1 is the corresponding energy beamforming vector. For
the jth ER, the received signal is given by

yER
j = gj

J∑
i=1

√
PD
i wis

ER
i + nER

j , (8)

where nER
j ∼ CN (0, σ2) is the AWGN noise. Without loss

of generality, we assume equal noise powers for all ERs, i.e.,
σ2. It is assumed that the harvested energy is the result of the



energy signal, and that noise does not take part in it. Assuming
the availability of perfect channel state information (CSI), the
optimal weight vector w?

j is g†j/‖gj‖. Hence, energy that is
harvested by ERj during the first phase is given by

Ej = ζjα|gjw?
j |2

J∑
i=1

√
PD
i = ζjα

‖g′j‖2

LD
ERj

PD, (9)

where 0 < ζj ≤ 1 is the energy-harvesting circuit efficiency
[12], assumed the same for all ERs, and PD is the total power
destined to ERs.

C. Information Transmission

In the second phase, ERs use the harvested energy for their
uplink communication with the UAV, simultaneously with the
downlink transmission from the UAV to the IRs.

1) Uplink Information Transmission: The transmit power
from the jth ER is PU

j =
Ej

1−α . The UAV receives the
superposed message signal of J ERs, and applies SIC to
decode each device’s message. The received signal at the UAV,
yUAV ∈ CNE×J , is given by

yUAV =
J∑
j=1

√
PU
j zj ojs

UAV
j +HSI

K∑
k=1

√
QD
k vks

IR
k + n,

(10)
where oj ∈ C1×NE is the beamforming vector of the jth

ER, and sUAV
j ∈ CN (0, 1) is the normalized data symbol of

ERj towards the UAV. Further, HSI ∈ CNI×NE is the self
interference (SI) channel due to the simultaneous uplink and
downlink processes [13], QD

k is the transmit power for IRk,
vk ∈ CNI×1 is the corresponding beamforming vector, sIRk ∈
CN (0, 1) denotes the information-bearing signal for the kth

IR, and n is the AWGN with zero mean and covariance matrix
E{nn†} = σ2INE

, where I is the identity matrix. We assume
that powerful SI cancellation is in place [13], thus its effect
can be ignored.

2) Downlink Information Transmission: The data signal
x2 ∈ CNI×1 sent by the UAV to the IRs consists of K
information beams, one for each IR. Hence, we have

x2 =
K∑
k=1

√
QD
k vks

IR
k . (11)

Each IR encounters interference from the uplink signals of ERs
towards the UAV, as well as interference from the downlink
beams to other IRs. The received signal at IRk is given by

yIRk = hk

K∑
i=1

√
QD
i vis

IR
i +

J∑
j=1

√
PU
j ojs

UAV
j + nIRk . (12)

Since the interferences from the ERs to IRk are small com-
pared to the interferences from other IRs, their effect can
be neglected. Hence, the signal-to-interference-plus-noise ratio
(SINR) at the kth IR is formulated as

γk =
QD
k v

H
k hHk hkvk

K∑
i=1,i6=k

QD
i v

H
i hHk hkvi + σ2

, ∀k. (13)

III. ENERGY EFFICIENCY OPTIMIZATION

A. Energy Efficiency

Energy efficiency can be quantitatively measured by the
bits of information reliably transferred to a receiver per unit
of consumed energy at the transmitter [14]. To formulate the
EE of the system under consideration, we have to construct
the throughputs of the downlink and uplink stages. For the
downlink information NOMA setup, where the channel gains
of IRs are increasing when closer to the UAV (channel gain
of IR1 is larger than IR2, and so on until IRK), the rate in bps
related to a given IR can be expressed as [14]:

RD
k = (1− α)W log2

1 +

QD
k ‖hk

′‖2

LD
IRk

(1−α)

K−1∑
i=1,i6=k

QD
i ‖hk

′‖2
LD

IRi
(1−α) + 1

 , (14)

where W is the bandwidth. According to the principles of
power-domain NOMA, for a given IR, the strong interfering
signals are mainly due to the transmissions to users with
low channel gains. The weakest channel user, IRK , which
receives low interferences due to the relatively low powers
of the messages of high channel gain users, cannot cancel any
interferences. However, the highest channel gain user, IR1,
which receives strong interferences due to the relatively high
powers of the transmissions to weak users, can cancel all in-
terfering signals [5]. On the other hand, for the uplink NOMA
throughput, knowing that the channel gains are stronger when
ERs are closer to the UAV (channel gain of ER1 is larger than
ER2, and so on until ERJ ), then based on (9) and (10), the
rate related to a given ER can be expressed as [14]:

RU
j = (1− α)W log2

1 +

ζPD
j ‖gj

′‖2‖zj
′‖2α

LU
ERj

LD
ERj

(1−α)

J∑
l=j+1

ζPD
l ‖gl

′‖2‖zl
′‖2α

LU
ERl

LD
ERl

(1−α) + 1

 .

(15)
The signal of the highest channel gain user, ER1, is decoded
first at the UAV. As a result, ER1 experiences interference from
all other ERs. Then, the signal for the second highest channel
gain user is decoded until the last one, ERJ , [5].

Define the downlink throughput as the sum-rate of all IRs,
i.e., RD =

∑K
k=1R

D
k , and the uplink throughput as the sum-

rate RU =
∑J

j=1R
U
j . The EE of the system is expressed as

η =
Total Throughput

Total Consumed Energy
=

RD +RU

PDC + PD +QD(1− α)
,

(16)
where PDC is the constant power consumption of the UAV,
and where PD =

∑J
j=1 P

D
j = βP and QD =

∑K
k=1Q

D
k =

(1 − β)P are the powers dedicated to the ERs and the IRs,
respectively, i.e., P = PD + QD, where β indicates the
percentage of power destined to ERs and (1 − β) indicates
to the percentage of power destined to IRs. Hence, a larger
value of β means that higher priority is given to the WPT.



IV. ENERGY EFFICIENCY MAXIMIZATION

The optimization problem which aims to maximize EE is
formulated as follows:

OP1 : max
QD,PD,α,β

η

subject to: P ≤ Pmax,

PU
j ≤ PU

j,max, ∀j,
α < 1,

0 ≤ β ≤ 1,

RU
j ≥ RU

j,min, ∀j,
RD

k ≥ RD
k,min, ∀k, (17)

PU
thr ≤ PU

j zj −
J∑

l=j+1

PU
l zl, ∀j,

QD
thr ≤

(
QD
k −

k−1∑
m=1

QD
m

)
hk−1, ∀k,

where RU
j,min and RD

k,min denote the minimum required rates
of ERj and IRk, respectively, and where PU

thr and QD
thr are

the SIC detection thresholds of the uplink and downlink,
respectively.

It is obvious that OP1 is a fractional optimization problem
with variables PD, QD, and α, and is non-convex. Exploiting
the idea in [15], the fractional programming problem can be
transformed into a convex problem by introducing variable χ∗

as the optimal EE when we have the optimal powers and opti-
mal WPT fraction of time, α. Hereafter, for more tractability
and to get a clearer insight into the system performance, we
focus on the scenario with two ERs and two IRs. Accordingly,
(17) becomes

OP2 : max
QD,PD,α,β

2∑
k=1

RD
k +

2∑
j=1

RU
j

− χ∗(PDC + PERD +QIRD (1− α))
subject to: P ≤ Pmax,

PU
j ≤ PU

j,max, j = 1, 2,

α < 1,

0 ≤ β ≤ 1,

RU
j ≥ RU

j,min, j = 1, 2,

RD
k ≥ RD

k,min, k = 1, 2, (18)

PU
thr ≤ PU

j zj −
J∑

l=j+1

PU
l zl, j = 1, 2,

QD
thr ≤

(
QD
k −

k−1∑
m=1

QD
m

)
hk−1, k = 1, 2.

By introducing ϑ ≥ 0, ς1 ≥ 0, ς2 ≥ 0, ε ≥ 0, % ≥ 0,
ϕ1 ≥ 0, ϕ2 ≥ 0, λ1 ≥ 0, λ2 ≥ 0 , µ ≥ 0, and φ ≥ 0, as the

Lagrange multipliers associated with the constraints in OP2,
the Lagrangian function of OP2 can be formulated as:

L(ϑ, ς1, ς2, ε, %, ϕ1, ϕ2, λ1, λ2, µ, φ, β,Q
D
1 , Q

D
2 , P

D
1 , P

D
2 , α)

=
2∑

k=1

RD
k +

2∑
j=1

RU
j − χ∗(PDC + βP + (1− β)(1− α)P )

− ϑ(P − Pmax)− ς1(PU
1 − PU

1,max)− ς2(PU
2 − PU

2,max)

− ε(α− 1)− ϕ1(R
U
1,min −RU

1 )− ϕ2(R
U
2,min −RU

2 ) (19)

− %(β − 1)− λ1(RD
1,min −RD

1 )− λ2(RD
2,min −RD

2 )

− µ(PU
thr − PU

1 z1 + PU
2 z2)− φ(QD

thr −QD
2 h1 +QD

1 h1).

We assume that the UAV uses its maximum power, such
that βPmax = PD and (1 − β)Pmax = QD. Our goal is to
find β, QD

1 , and hence QD
2 = (1− β)Pmax −QD

1 , as well as
PD
1 which also implicitly means PD

2 = βPmax−PD
1 , and the

optimal WPT fraction of time (α∗). The optimization problem
OP2 is split into two stages. In the first stage, the aim is
to determine the optimized value of β. In the second stage,
the optimization problem OP2 after obtaining β is split into
two sub-problems. The first one corresponds to the downlink
WIT, where the purpose is to find QD

1 and QD
2 , taking into

account that the WIT takes place in the second phase of the
process, with the constraints focused on the first, fifth, and
eighth constraints of OP2. In the second sub-problem, the aim
is to optimize PD

1 , PD
2 , and α, where this accounts for the

first, second, third, fifth, and seventh constraints. After getting
the optimized parameters, we merge them together to find the
optimized EE, which is the result of the optimized rates on
both processes. Taking into account that OP2 is a nonlinear
programming problem, this can be done through derivation of
the Lagrangian function (19) w.r.t. QD

1 , PD
1 , and α, and setting

them to zero, i.e.,

∂L
∂QD

1

= 0,
∂L
∂PD

1

= 0,
∂L
∂α

= 0, (20)

where we dropped the arguments of the functional
L(ϑ, ς1, ς2, ε, %, ϕ1, ϕ2, λ1, λ2, µ, φ, β,Q

D
1 , Q

D
2 , P

D
1 , P

D
2 , α)

for notational simplicity. The updating of the Lagrangian
variables (ϑ, ς1, ς2, ε,%, ϕ1, ϕ2, λ1, λ2 , µ, and φ) can be
done using the gradient-decent method, according to

ϑ(i+ 1) = [ϑ(i)−4ϑ(Pmax − P )]+, (21)

ς1(i+ 1) = [ς1(i)−4ς1(PU
1,max − PU

1 )]+, (22)

ς2(i+ 1) = [ς2(i)−4ς2(PU
2,max − PU

2 )]+, (23)

ε(i+ 1) = [ε(i)−4ε(1− α)]+, (24)

%(i+ 1) = [%(i)−4%(1− β)]+, (25)

ϕ1(i+ 1) = [ϕ1(i)−4ϕ1
(RU

1 −RU
1,min)]

+, (26)

ϕ2(i+ 1) = [ϕ2(i)−4ϕ2
(RU

2 −RU
2,min)]

+, (27)

λ1(i+ 1) = [λ1(i)−4λ1(R
D
1 −RD

1,min)]
+, (28)

λ2(i+ 1) = [λ2(i)−4λ2
(RD

2 −RD
2,min)]

+, (29)



µ(i+ 1) = [µ(i)−4µ(PU
1 z1 − PU

2 z2 − PU
thr)]

+, (30)

φ(i+ 1) = [φ(i)−4φ(QD
2 h1 +QD

1 h1 −QD
thr)]

+, (31)

where i is the iteration index, and the 4’s are the iteration
steps.

The closed form of the optimized power fraction can be
obtained by solving ∂L

∂β = 0, which leads to:

β =
αϕ1 + α

αϕ1 + αλ1 + 2α
+

((1− α)ϕ1 − α+ 1)LD
IR1

(αϕ1 + αλ1 + 2α)‖h1
′‖2Pmax

+
((α− 1)λ1 + α− 1)LD

ER1
LU
ER1

(αϕ1 + αλ1 + 2α)‖g1
′‖2‖z1

′‖2Pmaxζ
− χ∗αPmax − %

− ζα‖g1
′‖2Pmax

LD
ER1

(1− α)
. (32)

The solution of the optimization problem OP2 is summa-
rized in Algorithm 1, where QD

10 , PD
10 , and α0 denote the initial

values for QD
1 , PD

1 , and α, respectively.

Algorithm 1 Energy-Efficient Resource Allocation

Input: (XUAV,YUAV,hUAV); (XERj , YERj , hERj ), j = 1, 2;
(XIRk

, YIRk
, hIRk

), k = 1, 2; a, b, β, ξLoS, ξNLoS, f , η,
σ, RU

min, RD
min, 4ς1 , 4ς2 , 4ε, 4%, 4ϕ1 , 4ϕ2 ,4λ1 ,4λ2 ,

4µ,4φ, and χ∗.
Output:

[
β,QD

1 , Q
D
2 , P

D
1 , P

D
2 , α

]
.

Initialization:
[
QD

10 , P
D
10 , α0

]
, ϑ = 0, ς1 = 0, ς2 = 0,

ε = 0, ϕ1 = 0, ϕ2 = 0, λ1 = 0, λ2 = 0 , µ = 0, φ = 0.
1: Calculate β as per (32).
2: Update ϑ, λ1, λ2 and φ based on (21), (28), (29), and

(31), respectively.
3: Solve (20) to obtain QD

1 .
4: Update ϑ, ς1, ς2, ε, ϕ1, ϕ2, and µ based on (21), (22),

(23), (24), (26), (27), and (30), respectively.
5: Solve (20) to obtain PD

1 and α.
6: Compute

[
QD

1
∗
, QD

2
∗
, PD

1
∗
, PD

2
∗
, α∗
]

by solving (18).

V. NUMERICAL RESULTS AND DISCUSSION

In the simulations, we set a = 9.6, b = 0.28, ξLoS = 1
dB, ξNLoS = 20 dB, f = 2 GHz, W = 200 kHz, η = 0.8,
σ2 = 1, and NE = NI = 2. The position of ER1 is fixed at
(1,0,0), and we vary the horizontal coordinate of ER2 (x,0,0).
The UAV is positioned at (0,0,10). Also, the position of IR1

is set to (-1,0,0), and we vary the horizontal coordinate of IR2

(-x,0,0). We set QD
thr = PU

thr = 0.05 Watt, PDC = 5 Watt,
Pmax = 3 Watt, and RU

min = RD
min= 12 Kbps.

As a first stage of the process, β is determined before
starting the actual transmissions towards the ERs and IRs.
According to the closed-form expression of β along with the
symmetrical positions of ERs and IRs in our setup, the power
among ERs and IRs is split equally. Once β is obtained, the
transmissions towards the ERs and IRs start. Fig. 2 shows
the throughput of each IR along with the summation of those
rates. It is clear that the throughput of IR1 always outperforms
that of IR2, for both the OMA and NOMA schemes. With
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Fig. 2. Downlink throughput.

OMA protocol, the UAV sends the information separately by
dedicating half of the transmission phase, (1− α)/2, to each
IR. The sum-rate with OMA is better than with NOMA for
small distances of IR2 w.r.t. the UAV, while NOMA starts to
outperform OMA as the said distance increases and the link of
IR2 becomes much weaker compared to the link of the strong
user.
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Fig. 3. Uplink throughput.

Energy harvested by the ERs from the downlink WPT is
used for their NOMA uplink communication with the UAV.
Figure 3 illustrates the throughput of each ER along with the
sum-rate. Results of conventional uplink OMA, where each ER
sends its information to the UAV during half of the second
phase, i.e., (1 − α)/2, are also provided. It is obvious that
the throughput of ER1 mostly outperforms the throughput
of ER2 in the OMA set-up. With NOMA, there are some
variation and correlation between the rates of ER1 and ER2.
As observed, the throughput of ER1 decreases sharply when
ER2 becomes closer to the UAV, which implicitly means that
its transmission increases the interference on the ER1 signal.
This can be clearly noticed when the distance of ER2 is less
than 13 meters, which means that it starts to have a strong
connection with the UAV. In both OMA and NOMA schemes,
the rate of ER1 starts to decrease when the distance of ER2



from the UAV increases, which is due to the minimum rate
constraints in both schemes. As the rate of ER2 must also
satisfy the said constraints, and with decreasing channel gain
with the distance, this is compensated by specifying more
power towards ER2 on the account of ER1 in both OMA
and NOMA. It is clear that the sum-rate of the NOMA based
uplink is larger compared to OMA, due to the simultaneous
transmissions from the ERs.
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Fig. 4. Normalized harvesting time.

Figure 4 shows the optimal normalized harvesting time,
α∗, for different positions of ER2, while the position of ER1

remains fixed. The figure compares the fraction of time slot
needed for the WPT to ERs to enable their uplink transmis-
sions using NOMA or OMA. As observed, in all cases, the
WPT time in the NOMA case is lower compared to OMA.
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Fig. 5. System energy efficiency.

Figure 5 compares the effect of different access schemes,
i.e., NOMA and OMA, on the EE of the system. Results are
plotted as a function of the distance of ER2 from the UAV,
taking into account that the downlink throughput of IR2 is
constructed from the same distance of the uplink throughput
of ER2. The EE with the NOMA scheme is considerably better
than that with OMA for different distances of ER2 w.r.t the
UAV, and the difference increases as the distance of ER2 from
the UAV increases. It is important to note that when the said

distance is small and that the ERs and IRs are close to each
other, then OMA and NOMA yield similar performance, due to
the loss of the required distinctions between users in NOMA.

VI. CONCLUSION

We investigated the resource allocation in a multiple-
antenna UAV deployed for transmitting data to information
receivers, as well as wireless power to energy receivers to
assist their uplink data communication towards it through
NOMA protocol. The resource allocation problem was solved
by optimizing the transmit powers towards maximization of
the energy efficiency (EE). The results showed that significant
EE can be achieved by the proposed allocation. In particular,
it was shown that EE of the NOMA-based system outperforms
that of OMA in most cases w.r.t. the position of the weak user,
and that reduced WPT time is needed at the UAV to power
devices when NOMA is used for the data communication.
Current investigations include generalization of the solution
for high node densities and UAV trajectory optimization.
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